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Welcome

Weclome to AMLaP Asia 2024!

Architectures and Mechanisms for Language Processing Asia was created as the Asian

venue for presenting and discussing research on interdisciplinary psycholinguistic

research. It aims to bring together experimental, computational, and theoretical

perspectives on the cognitive architectures and mechanisms that underlie any aspect of

human language processing. 

 

The first AMLaP Asia conference was held in 2018 at the University of Hyderabad. The

second AMLaP Asia conference was held in 2023 at the Chinese University of Hong

Kong.

 

This year’s AMLaP Asia is held in person, on December 5th – 7th, 2024, organised by the

Faculty of Arts and Social Sciences, National University of Singapore.

Singapore is a remarkable fusion of diverse cultures, economic prosperity, and a myriad

of attractions. The country reflects its multicultural essence with significant Chinese,

Malay, Indian, and other ethnic communities. 

We hope that you will have a pleasant and memorable stay in Singapore!

AMLaP Asia 2024 Organizing Committee

FACULTY: Aine Ito, Nick Huang,  Zheng Shen, Cynthia Siew 

STUDENTS: Daiwen Gong, Danning Sun

Student Volunteers

Beth Chan Hui Fang, Hui Chi Kin Ethan, Jiang Zehua, Li Yumeng, 

Lim Wee Ping, Qian Zongyu, Suri Gurnoor Kaur, Yang Mingyuan
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General Information

Conference venue

Ngee Ann Kongsi Auditorium

8 College Ave West, Level 2 Education Resource Centre, Singapore 138608

Lunch at NUS

There are a wide variety of food options available near the conference venue, where you

can find cuisines from many different cultures. For more details on operating hours and

specific food stalls, please refer to https://uci.nus.edu.sg/oca/retail-dining/food-and-

beverage-utown/

Wi-Fi Information
To access NUS guest Wi-Fi users had to fill in the SG phone number, captcha, and
submit the form by click on I agree to the term of use and proceed button.
After submitted the form, users will be redirected to OTP page.
Users need to fill in the received OTP and click on confirm button.
After OTP is submitted successfully, users will be redirected to NUS Home Page.

Code of Conduct
At AMLaP Asia 2024, the well-being and safety of all attendees, speakers, and volunteers
are paramount. As such, we require everyone to adhere to the code of conduct
(https://blog.nus.edu.sg/amlapasia2024/code-of-conduct/),  which will be strictly enforced
throughout the conference.

Photo Permission
By participating in AMLaP Asia 2024, attendees grant permission to the organizers of the
conference to capture photographs during the event. If attendees have concerns about
their likeness being used in promotional materials, they may notify the organizing
committee in writing (ellbox16@nus.edu.sg) prior to the event, and reasonable efforts will
be made to accommodate their request.

Conference Dinner

Dinner will take place at Permata Restaurant in the Gedung Kuning building. The

restaurant serves Malay-Nusantara cuisine, and is incidentally nestled in the heart of the

Kampung Glam district, a culturally and historically significant area with plenty to do

around. We hope that everyone gets the opportunity to explore, and to sample some

good local cuisine.

• 

• 
• 
• 

5

https://uci.nus.edu.sg/oca/retail-dining/food-and-beverage-utown/
https://uci.nus.edu.sg/oca/retail-dining/food-and-beverage-utown/
https://blog.nus.edu.sg/amlapasia2024/code-of-conduct/
mailto:ellbox16@nus.edu.sg


Keynote  Speeches

6



Keynote Speech 1

Towards a Psycholinguistics of All People: 
Studies of word recognition across the lifespan, and across differences in language

and hearing ability reveal the fundamental dimensions of language processing
 

Bob McMurray
Dept. of Psychological and Brain Sciences, Dept. of Communication Sciences and

Disorders
Dept. of Linguistics, Dept. of Otolaryngology

University of Iowa

 
        Cognitive science seeks to uncover universal language mechanisms that apply to all people.
This research emphasizes the “modal” language user: normal hearing, neurotypical, monolingual,
young adults. In this framing, differences from the modal listener are explained away as deriving
(for example) from a developmentally immature system or a disorder. However, the modal
language user is rare: multilingualism is the norm world-wide; at some point, all people are
developmentally immature or older; and language, hearing and reading disorders are shockingly
common. Consequently, this framing explains away the kinds of language function that may be
most common. 
        This talk argues for an alternative: that there may be no universal solution to basic problems
of language (e.g., recognizing words, categorizing speech sounds). Instead, theories need the
inherent flexibility to account for variation in how listeners solve these problems. Then, by looking
afresh at so-called “populations” with the theoretical and methodological tools of cognitive science
we can characterize how different people process and learn language and identify fundamental
dimensions along which these mechanisms differ. 
        I start with a grounding in recent views in the philosophy of medicine. I then illustrate this
approach with work on the real-time mechanisms of spoken word recognition. Cognitive science
on modal adults has converged on a clear mechanistic description in which word recognition is a
product of real-time dynamic competition. It has developed methods like the eye-tracking in the
Visual World Paradigm that can precisely characterize this competition as it unfolds over time. I
apply this approach to a diverse set of listeners to understand the lawful ways in which this
processing changes across the developmental trajectory, and how it is configured (and
reconfigured) based on a person’s abilities and listening needs. In doing so, I present new results
from large studies of developing children (including those with so-called language and reading
disorders), older adults across the lifespan, and recent work on people who use cochlear
implants. Along the way I introduce new statistical and methodological tools that can help reveal
the fundamental dimensions of processing long which people vary. 
        As a whole, this work argues that cognitive theories must account for not just the modal
language user, but the diversity among people. Even if there is no one way to solve a problem
like recognizing words, the goal of cognitive science should be to reveal the identify the
fundamental degrees of freedom that allow cognitive models to fully account for the range of
language users.
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Keynote Speech 2

Morphological processing of compound words in Chinese and English: Insights from
masked priming

Sachiko Kinoshita
School of Psychological Sciences, Macquarie University

        Two important and welcome shifts in recent research on visual word recognition are

the focus away from simplex words to morphologically complex words, and away from the

anglo- and Euro-centricity to more diverse languages. Masked priming paradigm is a

popular method used to study the earliest stage of visual word recognition, and in recent

decades, it has been used fruitfully in studying morphologically complex words. In this

talk, I present our recent work using the various masked priming manipulations (e.g.,

compound priming of constituent targets, transposed-constituent priming) examining the

processing of compound words written in English and Chinese, two languages with very

different writing systems. I will discuss some language-universal processes, as well as

cross-language differences stemming from the unique properties of alphabetic and

logographic writing systems.
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Keynote Speech 3

Language(s) in Context: A Systems View of Multilingualism

 

Debra Titone

Department of Psychology, Montreal Bilingualism Initiative (MoB -

https://www.mcgill.ca/mobi/), Centre for Research on Brain, Language, & Music (CRBLM -

https://crblm.ca/), McGill University

 

        Most people around the globe communicate daily using more than one language.

Moreover, global patterns of language use are driven by a variety of historic and current

social forces that can operate at an individual level. This has led some to theorize that

multilingualism possesses the hallmarks of a complex cognitive system (e.g., Atkinson et

al., 2016; de Bot, Lowie, and Verspoor, 2007; Titone & Tiv, 2022; Tiv et al., 2022), which is

amenable to a socioecological theoretical frame. In this talk, I review empirical work from

my laboratory that works to quantify social patterns of language use to assess their impact

on both language processing and cognition more generally. This work is guided by a

Systems View of Bilingualism (e.g., Titone & Tiv, 2022) that encourages an inclusive

understanding of multilingual experience that bridges individual, interpersonal, and

socioecological levels.
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Keynote Speech 4

Into the language jungle: Translanguaging, conversational microstructures and

measures of complexity in parent-child speech from multilingual Singapore
 

Suzy Styles

Psychology, School of Social Sciences, Nanyang Technological University

        Research on language development typically centres the experience of children

growing up in majority monolingual contexts – much less is known about how families with

multilingual resources share their languages with their children, and how these variations

influence emerging language skills and systems. Multilingual Singapore is a nation with

four official languages, where bilingualism is considered a ‘cornerstone’ of the education

system, and 85% of the population report being bi- or multilingual. In this context, each

family has their own unique pattern of linguistic resources, and unique ways of

coordinating those resources with children under the age of school entry. This talk will

provide an overview of our investigations into multilingual language use in-the-wild, and

the development of measurements and metrics designed to capture complexity in early

language exposure in a multilingual context.

        The Talk Together Study, is a large-scale micro-longitudinal study designed to create

a corpus of naturalistic parent-child talk in Singapore. Over 140 families with children

ranging from 8 months and 4 years of age participated in a micro-longitudinal study

including a task where parents narrated a wordless storybook to their children. The

wordless picturebook ‘What a Scary Storm!’ was designed to allow parents to use any

language resources in any combination. Our large team of transcribers created rich,

linguistically-informed transcriptions of over 400 audio recordings, providing a unique lens

into patterns of language use in the multilingual community. In our first wave of analysis,

we find that translanguaging is a normal linguistic behaviour in this context – with almost

all parents blending resources from multiple languages within a single utterance at least

some of the time. We also observed frequent use of local vocabulary that does not easily

classify into the ‘named languages’ of the region. We present novel metrics and tools for

characterising conversational microstructures that reflect turn taking, grammatical

complexity, and specific vocabulary uses. The talk will also discuss the challenges of

creating such metrics and developing tools for use with organically diverse multilingual

samples, including structural biases introduced by AI tools automating some of our

metrics. 

        Just as biodiversity is higher a jungle than in a cultivated garden, these findings

reinforce the need for studies which collect organically diverse language samples, and to

produce high-quality linguistically-informed human annotations for such datasets.

Artificially ‘tidy’ datasets not only constrain our understanding of language use, and

language development, but they constrain the tools we develop from them – thereby

increasing biases against underrepresented populations.
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Keynote Speech 5

Structuring discourse in sentence comprehension
 

Ming Xiang
Department of Linguistics, University of Chicago

        There is broad consensus that language comprehension operates in a highly

context-dependent manner. However, the precise characterization of context and the

mechanisms through which context exerts its effects remain open questions. The

Question under Discussion (QUD) framework provides an influential approach for

modeling the general structure of discourse context. According to this framework,

discourse context progresses as a goal-driven process, with interlocutors engaging in

cooperative exchanges to resolve relevant issues and, in essence, respond to pertinent

QUDs. The relevance of an utterance to a communicative context is determined by its

relation to the QUD.

        This talk examines the effect of QUD on language processing. The first part of the

talk focuses on the variability of pragmatic inferences. Using scalar implicature variability

as a case study, I will show how variability arises because pragmatic inferences are

generated relative to a specific QUD. Beyond offline pragmatic reasoning, the second part

of the talk demonstrates how online language processing is also sensitive to QUD-based

discourse structure. In particular, working memory encoding and retrieval of linguistic

information during online processing are closely tuned to the incremental updating of

discourse representations. While arguing that the QUD approach is highly productive in

modeling the effects of discourse structure on language processing, I will also identify

potential challenges and future directions for this approach.
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The attention control of younger and older adults in Hong Kong (HK): Cantonese tone 
processing in the forced attention dichotic listening task
Yuqi WANG (ywangqi@connect.ust.hk), Zhen QIN
The Hong Kong University of Science and Technology

Attention control facilitates the processing of the attended targets despite distractions, which can 

be measured in forced-attention dichotic listening (FADL) task. In Hugdahl et al. [1], participants 

heard two stimuli contrasting in consonants (e.g., /ba/ vs. /ta/) in each ear and identified a clearer 

sound in the non-forced (NF) condition. A right ear advantage (REA) was shown as the baseline

due to the dominance of the left hemisphere [1]. In forced-left (FL) and forced-right (FR) conditions,

the attention had an impact on shifting the baseline to the instructed ear advantage patterns by

requiring a report of the instructed left ear or right ear sound. This ear preference change has

been found in younger adults, but less pronounced in older adults due to the age-related decline

in attention [2]. Different from previous FADL studies, lexical tone (i.e., Cantonese tone) is 
selected as the stimuli to examine the role of attention. Instead of using consonants prevalent in

many languages, using tones that are present in our participants’ L1-Cantonese (not in L2-English) 

aims to eliminate the influence of linguistic knowledge from other acquired languages. Therefore,

the study investigates 1) the effects of attention in the FADL task of Cantonese tones by HK

younger adults and 2) whether the attention control is different for older adults and younger adults.

In Experiment 1 (Exp 1), young Cantonese speakers aged between 18 and 25 were recruited.

As shown in Fig.1, they took a Cantonese tone training to familiarize with the mapping of tones 

and labels (T1-T6). In the FADL task, participants heard dichotic stimuli of Cantonese tone pairs 

(Tab 1). They were required to identify the tones from either ear in three conditions (NF, FL, and 
FR) by pressing keys (1-6). A mixed-effects regression model on accuracy showed an interaction 

of ear and condition (F = 582.05, p <.001). Young adults increased the degree of baseline LEA to 

a larger LEA in the FL condition and shifted the baseline to the opposite REA in the FR condition

(Fig 2). In Experiment 2 (Exp 2), old Cantonese speakers aged 60 to 70, with average hearing 

level of 20dB in 125-2000Hz, were recruited. With the same procedure of Exp 1, the pattern in 

each condition was also the same (F = 181.26, p <.001; Fig 2). Importantly, the degree of ear 

preference change from the NF to FL was larger for younger than older adults (F = 6.11, p =.014).

The findings support the attention effect on auditory processing [1], which regulated the LEA 

baseline pattern of Cantonese tones by attentional instructions. Also, it supports an age-related 

decline in attention control ability in the auditory domain. Notably, this decline was observed only 
in one forced condition [2], which might suggest that attention control for tone processing can be

resistant to aging, possibly because older adults can attend to temporal cues lasting for a longer 

time [4]. Visual attention tasks will be added to test the domain-general decline in the future.

OS.1.02
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Figures

Tab. 1: Examples of stimuli. In the training, stimuli were isolatedly presented. In the FADL, stimuli with the
same syllable (i.e., /ji/, /se/, /fu/) and tone type were paired to present dichoticly, avoiding the experiment 
being too long and challenging (especially for the old group). There were 36 tone pairs in total.

Level tone pairs (left-right) T1 /55/ T3 /33/ T6 /22/ Contour tone pairs T2 /25/ T4 /21/ T5 /23/

T1 (/ji55/ ‘doctor’) T1-T1 T1-T3 T1-T6 T2 (/ji25/ ‘chair’) T2-T2 T2-T4 T2-T5

T3 (/ji33/ ‘meaning’) T3-T1 T3-T3 T3-T6 T4 (/ji21/ ‘son’) T4-T2 T4-T4 T4-T5

T6 (/ji22/ ‘two’) T6-T1 T6-T3 T6-T6 T5 (/ji23/ ‘ear’) T5-T2 T5-T4 T5-T5

References
[1] Hugdahl, K., Westerhausen, R., Alho, K., Medvedev, S., Laine, M., & Hämäläinen, H. (2009). Attention 
and cognitive control: unfolding the dichotic listening story. Scandinavian journal of psychology, 50(1), 11–
22.
[2] Hugdahl, K., Carlsson, G., & Eichele, T. (2001). Age effects in dichotic listening to consonant-vowel 
syllables: interactions with attention. Developmental neuropsychology, 20(1), 445–457.
[3] Jia, S., Tsang, Y. K., Huang, J., & Chen, H. C. (2013). Right hemisphere advantage in processing 
Cantonese level and contour tones: evidence from dichotic listening. Neuroscience letters, 556, 135-139.
[4] Snell, K. (1997). Age-related changes in temporal gap detection. Journal of the Acoustical Society of 
America,101, 2214–2220.

of stimuli In the training stimuli were isolatedly presented In the FADL

Fig. 1: The procedure of Cantonese tone traning and FADL task

Fig. 2: Results of Exp 1 (Young adults, top) and of 
Exp 2 (old adults, bottom): Left ear (red) and right 
ear (blue) proportion of correct responses across NF
(left), FL (middle), FR (right) conditions. The 
response for each trial was coded as a left ear 
correct response, a right ear correct response, or an 
error; left or right ear proportion of correct responses 
equals to the number of the correct responses in the 
left or right ear divided by the sum of the number of 
correct responses in both ear and the errors. For the 
statistical analysis, the mixed-effects models for 
each age group included the interaction of ear and 
condition as the fixed factors and the random factor 
of participant with the slope of ear and condition. No 
trial-level data was included in the random structure 
as the accuracy was not binary coded and it was 
calculated for each ear before putting into the model.
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Word or Character? Investigating Minimal Unit in Chinese Distributional Semantics 
Zehua Jiang, Cynthia S. Q. Siew 

Humans learn from environmental statistical regularities, underpinning language 

acquisition from infancy. Distributional semantics constructs semantic representations by 

quantifying words and their contexts, assuming similar distributions share meanings. For instance, 

'kitten' and 'cat' co-occur with words like 'pet' and 'animal,' unlike 'linguistic.' These patterns enable 

quantitative word representations. Research on various models (Kumar, 2021) has enriched our 

understanding of human language performance. A key question in these models is the minimal 

unit of distributional semantics—words or smaller units like characters. This is crucial for Chinese, 

where continuous characters require effective visual and auditory word segmentation. 

To investigate whether Chinese distributional semantics operate at the word or character 

level, we focused on the multi-character words, and using Continuous Bag of Words (CBOW) 

across different window sizes on the SUBTLEX-CH corpus (Cai & Brysbaert, 2010) to construct 

word embeddings on word and character levels. We examined the impact of these models on 

word recognition using the lexical decision task (Tsang et al., 2018) and word naming task(Zhang 

et al., 2024). By constructing distributional networks from the embeddings of these models, we 

quantified their effects based on network structure properties at both micro and macro levels, 

focusing on the R-squared increase and Akaike Information Criterion (AIC) drops in linear models 

(reaction time) and generalised linear model(error rate). 

Our results indicate that distributional semantic models outperform the baseline model in 

terms of R-squared values in both tasks (See Figure 1). For the lexical decision task, character-

level embeddings outperformed word-level embeddings in reaction time(-△AICcharacter-zRT: 93~173, 

-△AICword-zRT: 18~48) across window sizes. Similar patterns were observed in the word naming

task, where character-level embeddings exhibited a better fit to the data compared to word-level

models (-△AICcharacter-zRT: -4~37,-△AICword-zRT: -7~-5).

Our findings demonstrate that character might be the minimal unit of the Chinese 

distributional semantic, as the character-level embeddings outperform the word-level embeddings 

in both word recognition tasks. These findings corroborate existing literature on semantic 

composition in Chinese language processing, reinforcing the critical role of character-level 

representations in cognitive linguistic mechanisms and providing empirical support for the current 

understanding of semantic representation in Chinese comprehension. 

OS.2.01
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Figure 1 The comparative R2 analysis of Continuous-Bag-of-Word (CBOW) Models 
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Predicting Phonological and Orthographic Representations during Chinese 
Comprehension: A Visual-World Eye-Tracking Study

Mingyuan YANG (mingyuan.y@u.nus.edu), Aine ITO    National University of Singapore

People regularly predict the upcoming word during comprehension. While evidence for 

semantic prediction seems robust and consistent [1,2,3,4], evidence for 

phonological/orthographic word form prediction is scarce and mixed [5,6,7]. Moreover, 

although some studies utilized logographic languages such as Chinese and dissociated a 

phonological prediction effect from an orthographic effect [8], whether people pre-activate 

orthographic representations during listening comprehension is still underspecified in 

prediction models [9]. Hence, in the current study, we used Chinese and the visual-world eye-

tracking paradigm to investigate prediction of orthographic and phonological representations. 

Forty native Chinese speakers listened to sentences with a highly predictable target word (20 

items). A scene with four objects appeared 1000ms before target word onset. The scene 

contained the target and three distractors in Target Condition, and an orthographic competitor, 

a phonological competitor, and two distractors in Orthographic-Phonological Condition (see 

Figure 1 for examples). We analyzed fixation proportion on the critical objects from -800ms to 

200ms relative to the target word onset to capture eye movements before the target word could 

be processed. We computed fixation proportion log-ratio (a) between the target and the 

averaged distractors, (b) between the two competitors combined and the averaged distractors, 

and (c) between the orthographic and phonological competitors for every 20ms time bins. We 

used the growth curve analysis (GCA) with first-order and second-order orthogonal 

polynomials to compare looks to each object and how the difference changed over time. 

We found that the target attracted more fixations than the distractors in Target Condition. 

Moreover, in Orthographic-Phonological Condition, we found a significant effect on the 

quadratic term, indicating different fixation curvatures for distractors and combined competitors. 

Critically, we also found a significant effect on the linear term, indicating a steeper fixation 

increase for competitors vs. distractors. These results suggest that people pre-activated both 

orthographic and phonological representations of a highly predictable word during Chinese 

comprehension. Furthermore, the time course of fixation proportion (Figure 2) shows that the 

orthographic competitor effect peaked earlier than the phonological competitor effect, 

suggesting that orthographic representations were pre-activated earlier than phonological 

representations. These findings suggest that native Chinese speakers can predict orthographic 

forms earlier than phonological forms during listening comprehension, which could be because 

activation spreads faster from meaning to orthographic form than from meaning to 

phonological form. 

OS.3.02
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Example of critical sentence and experiment design 

 

Gloss translation:  Xiao Li/  sits/  in front of the mirror/  tidying/ 

 the hair/  in hand/  with a comb 

“Xiao Li sits in front of the mirror, tidying the hair with a comb in hand.” 

Figure 1 | An example of the visual stimuli for two conditions of the critical sentence above. 

The items in the dotted box indicate the critical objects: /shu1zi0/(comb) for the target in 

Target Condition; /liu2xing1/(meteor) for the orthographic competitor and 

/shu1ben3/(book) for the phonological competitor in Orthographic-Phonological Condition. The 

distractors had no semantic, orthographic and phonological connection with the target word: 

/pang2xie4/(crab), /dian4nao3/(computer), /ti2qin2/(violin). 

Results 

 

Figure 2 | Mean fixation proportion with ±1 standard error (shaded area around each line) for 

each object in Target Condition (left) and Orthographic-Phonological Condition (right). The grey 

shaded area indicates the analyzed time window. Time 0 indicates the onset of the target word. 

Reference 
[1] Altmann and Kamide, 1999; [2] Kamide et al., 2003; [3] Kukona et al., 2011; [4] Ito et al., 

2018a; [5] DeLong et al., 2005; [6] Ito & Husband, 2017; [7] Nieuwland et al., 2018; [8] Li et al, 

2022; [9] Pickering and Garrod, 2013 
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Figure 2. Schematic representation of speaker-contextualized language 
comprehension. (A) Upon hearing a socially implausible utterance, listeners integrate 
their perception of the utterance with their social stereotypes from the speaker 
context to arrive at an interpretation; (B) Upon hearing a biologically implausible 
utterance, listeners tend to revise their perception of the speech content or the 
speaker characteristics.
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Structural constraints on processing compound reflexives in Mandarin: ERP Evidence 
Chun-Chieh Hsu (cchsu@mx.nthu.edu.tw) & Chia-Hsuan Liao, National Tsing Hua University 

This study investigated how structural constraints influence the processing of compound 

reflexives (ta-ziji) in Mandarin. Two recent eye-tacking studies adapting Sturt (2003)’s 

gender-(mis)match paradigm have reported inconsistent results. Chen (2018) observed a 

gender mismatch effect of local subjects only in the late measures, whereas Chang et al. 

(2020) found the same effect in the early measures. However, the latter finding was 

confounded by using the compound reflexive ‘ta-ziji’ ( ), which usually can refer to both 

male and female genders in Mandarin (Huang & Luh, 2012; Wu & Liang, 2008). We 

conducted two ERP experiments to examine how structural configuration may constrain 

online antecedent retrieval for female compound reflexives with a gender (mis)match 

paradigm. Exp.1 (n=29) involved a simple complement clause, with a matrix subject (MS) 

and an embedded subject (ES) (Table 1). Exp.2 (n=30) also had a matrix subject (MS), but 

with a relative clause subject (RS), that does not c-command the reflexive (Table 2). In both 

experiments, ERP analyses were time-locked to the onset of the female compound reflexive, 

female-ta-ziji ( ), which unambiguously referred to a female antecedent. The results 

showed a P600 effect to gender mismatch from structurally accessible antecedents (Fig.1-2): 

in Exp.1, ES-mismatch conditions were more positive than ES-match ones; in Exp.2, MS-

mismatch conditions were more positive than MS-match ones. Structurally inaccessible 

antecedents (MS in Exp.1/RS in Exp.2) did not modulate the brain responses, nor did they 

interact with structurally accessible antecedents. In addition, a referentially-related sustained 

frontal negativity, Nref (Van Berkum, 2007), was observed in both experiments, indicating 

possible online integration between structurally accessible antecedents and reflexives. Our 

findings provide strong evidence for immediate application of structural constraints on 

processing compound reflexives in Mandarin, and the lack of interference from structurally 

inaccessible antecedents argues against a standard cue-based account. 

51



Table 1 Test paradigm for Exp.1

Fig.1 Grand averaged ERPs to gender mismatch effect at representative electrodes in Exp.1. 

Table 2 Test paradigm for Exp.2

Matrix Main Embedded Adverb Embedded Compound Conj. 

Condition subject verb subject verb Reflexive 
{Rl) {R2) {R3) {R4) (RS) {R6/Critical) {R7) {RB) {R9) {RlO) 

MS-match ilJH,ffl ~ $:t:t tg~ tin! ~EID t) & :l't (tll ~WO: ~ .1JQlt~, 
ES-match Ms. Zhang says Mrs. Li once recommend herself and other friends participate-in-contest 

MS-match ~,j,ffl t!/: $%1: & •m s 'l'r ti/! ~EID t) & :l't(tll ~Wo.: ~ .1JQlt:J , 
ES-mismatch Ms. Zhang says Mr.Li once recommend herself and other friends paiticipate-in-contest 

MS-mismatch ~%1: ~ $:t:t tg~ ti! ~EID t) & :)e!; (!Jl. ~WO: ~ JJQlt~, 
ES-match Mr. Zhang says Mrs. Li once recommend herself and other friends participate-in-contest 

MS-mismatch ~%1: ~ $%1: -6,- !:m 
s if'~ ti! ~EID t)l}_ :)el; f!Jl. ~WO: ~ .1JQlt~, 

ES-mismatch Mr. Zhang says Mr.Li once recommend herself and other friends participate-in-contest 
Translation: Ms/Mr. Zhanz savs that Mrs.!Mr. Li once recommended herself and other {i-iends to varticivate in the contest. 

Note: MS= Matrix subject (structurally-inaccessible); ES= Embedded subject (structurally-accessible) 

[\ 

No difference 

C3 ~ ., ., J\ ~ 

Condition 

MC-match 
RC-match 

MC-match 
RC-mismatch 

MC-mismatch 
RC-match 

MC-mismatch 
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:scs~ ~ " 

\ 
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MS Match 
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Matrix Main RC 
subject verb Subject 
(Rl) (R2) (R3) 
:f!Nll. ~ 1it:.t:. 
Ms. Wang says Mrs. Huang 

:f,NIJ. ii ~:,\';i: 
Ms. Wang says Mr. Huang 
:E:,\';i: t!/: 1it:.t:. 
Mr. Wang says Mrs. Huang 
:E:$\';i: ~ 1(:$\';i: 
Mr. Wang says Mr. Huang 

RC 
Verb 
(R4) 
tif:#1; 
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tif:ftli 
provide 

tif:ftli 
provide 

tif:ftli 
provide 

DE 

(RS) 

8~ 
de 

8~ 
de 
8~ 
de 
8~ 
de 

" l /\ ~~ _,e;, l ~ ,oo 600 800 '¾ 

' P600 effect 

ES Match 
ES Mismatch 

Embedded Subject Embedded Compound Conj. 
(Head noun) verb Reflexive 
(R6) (R7) (RB/Critical) (R9) (RlO) (Rll) 
lt/1(51::X:{4 ~UJJT ~ll!ElD sit§ ltZ~ ~1'0 
that-CL document help herself and become evidence 

lt/1(51::X:{4 MBJJT ~EID sit§. ltZ~ ~JJt! , 
that-CL document help herself and become evidence 
ltil(Bx:{4 MB.!JT ~EID sit§. ltZ~ ~JJt! , 
that-CL document help herself and become evidence 
lt/1(51::X:{4 MlltJT ~EID sit§ ltZ~ ~~o 
that-CL document help herself and become evidence 

Translation: Ms/Mr. Wang says that [the document that Mrs./Mr. Huang provided I helped herself and became evidence. 
Note: MS= Matrix subject (structurally-accessible); RS = Relative-clause (RC) subject (structurally-inaccessible) 

52



 

Fig.2 Grand averaged ERPs to gender mismatch effect at representative electrodes in Exp.2. 
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Bridging Inference (Expt. 1 AND 2. Note: not all sentences are shown) 
Antecedent Carol went outside and had forgotten about the bread she was baking in the oven. 

(Bridging Inference - > oven is still on; bread is still inside) 

Target (congruent) 

Target (incongruent) 

When she finally came back inside, Carol saw smoke coming from the oven. 
When she finally came back inside, Carol decided to turn on the oven. 

Instrument Inference (Expt. 1. Note: there are 5 sentences in each passage, not all are shown) 
Antecedent Dan was building a new shed he had been planning all winter. 

Target (congruent) 

Target (incongruent) 

For the past ten minutes, he had been pounding nails into the boards. 
Instrument Inference-> [Dan is using aJ hammer 

"Lucky I got a hammer! " Dan thought to himself. 
"If only I had a hammer!" Dan thought to himself. 

Linguistic Perspective Taking (Expt. 2. Note: not all sentences are shown) 
Backgrmmd ... Susan had a bad experience watching Kmt's dog for him . . . 

. .. She left a note on Kmt's door saying, 'Wonderful dog sitting experience.' ... 
After she left, a delive1y man came to the door and saw the note. 

( Correct perspective -> naive delive,y man should NOT perceive note as sarcastic) 

Target (congruent) 
Target (incongruent) 

He was happy this dog sitter had really enjoyed the experience. 
He felt sony that this dog sitter had not enjoyed the experience. 

A. Bridging Inference 
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Capturing context effects on garden-pathing and reanalysis with a latent process model
Dario Paape & Shravan Vasishth, University of Potsdam (paape@uni-potsdam.de)

A classic debate in sentence processing research concerns the question of whether discourse
context can prevent or reduce garden-path effects. Consider the following discourses:

A fireman was talking to [a man and a woman] / [two women]. He told the woman
that he had rescued . . . . . . her dog as well. Complement clause, CC

. . . to get a blanket. Relative clause, RC

The relative clause analysis is arguably disfavored by the parser because it contains a filler-gap
dependency [1]. However, Altmann, Garnham & Dennis (1992) [2] reported that average reading
times did not differ between the CC and RC continuations when the context mentioned two
women, licensing the use of a restrictive RC. Two questions are left open by this result:

1. Does the RC-supporting context reduce the probability of garden-pathing by the RC
continuation, or does it merely reduce the cost of syntactic reanalysis, or a mixture of both?

2. Does the CC continuation cause garden-pathing and reanalysis in the RC-supporting
context, as there is no unique woman to refer to?

A recent computational model of garden-pathing and reanalysis [3] can answer these questions
by looking beyond condition means. The model assumes nested latent processes that occur
serially and probabilistically (Figure 1), and takes into account several insights from the literature:

• Garden-pathing may be stochastic [4]: different analyses are adopted in different trials.

• Reanalysis is optional (“triage”, [5,6]) and can be overt (rereading) or covert [7].

We conducted a replication of [2] with 160 participants using bidirectional self-paced reading [8]
and end-of-trial acceptability judgments. Based on the judgments, reading times at the disam-
biguating region, and presence or absence of a regression (anywhere after the disambiguation),
the process probabilities and costs in the model can be estimated. We also investigate how
disambiguation type and context/disambiguation match affect process probabilities and costs.

The parameter estimates in Figure 2 reveal several important insights:

• There is no baseline difference in the probability of garden-pathing between CC and RC
continuations, but context boosts the matching analysis.

• Covert reanalysis (without rereading) is more costly for RC than for CC continuations, but
its cost is not affected by contextual match.

• Overt reanalysis (with rereading) is more likely to succeed for RC continuations than CC
continuations, and in matching compared to non-matching contexts.

Our modeling results suggest that the parser is not biased against relative clauses, contra
[1] but in line with [9]. Scanpaths (Figure 3) reveal disruptions in reading progression due to
context mismatch regardless of RC or CC disambiguation, but RC continuations show higher
acceptability after rereading. Overt CC-to-RC reanalysis thus appears to be easier than overt
RC-to-CC reanalysis, which casts further doubt on an intrinsic anti-RC bias.

Latent process modeling reveals that context affects first-pass parsing choices and reanalysis.
A further novel finding is that the relative difficulty of CC-to-RC and RC-to-CC reanalysis, and
the influence of contextual match, depends on whether rereading is involved or not.
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Reading mindlessly? pmindless

Garden-pathing? pgp

Triage? ptriage

Covert reanalysis? pcovert

REGRESS

Success? pov−success

REJECTACCEPT

yes no

Success? pcov−success

REJECTACCEPT

yes no

yes (pay reanalysis cost) no (pay regression cost)
REJECT

yes no
ACCEPT

no yes (pay GP cost)
Biased guess pbias

REJECTACCEPT

yes no (pay attention cost)

Figure 1. Multinomial processing tree model of garden-pathing and reanalysis.

Figure 2. Posterior distributions of selected model parameters.

Figure 3. Example scanpaths starting at the disambiguating region in disambiguation/context mismatch conditions.

References. [1] Staub et al. (2018, J Mem Lang). [2] Altmann et al. (1992, J Mem Lang). [3] Paape & Vasishth
(2022, Cogn Sci). [4] Traxler et al. (1998, J Mem Lang). [5] Meng & Bader (2000, Lang Speech). [6] Fodor & Inoue
(2000, Lang Speech). [7] Frazier & Rayner (1982, Cogn Psychol). [8] Paape & Vasishth (2022, Glossa Psycholing)
[9] Roland (2024, HSP poster).
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Investigating the Mechanism underlying Self-Monitoring in Chinese Word Production 

Wang Ziyi & Zhao Chen (Guangdong University of Foreign Studies) 

wangyuze77@126.com 

Self-monitoring is vital in word production for error detection and correction, yet the 

level at which it occurs remains unclear. The Perceptual Loop Theory proposes that both 

inner and overt speech are monitored via the speech comprehension system, comparing 

formulated utterances with intended ones at the conceptualizer (Levelt, 1989), yet the 

comparison process is underspecified. Prior research yields conflicting findings on whether 

monitoring operates primarily at the phonological level in English. This study aims to 

investigate the level at which self-monitoring occurs in Chinese word production.  

In our experiments, the modified stop-signal paradigm was used with Chinese as the 

target language. Participants named pictures while occasionally halting speech in response to 

auditory (Experiment 1) or visual (Experiment 2) words that did not match the picture name. 

Stimuli varied in semantical or phonological similarity/dissimilarity to the intended word of the 

picture to be named. Stopping accuracy was selected for data analysis.  

Results from Experiment 1 showed that phonological similarity significantly influenced 

halting accuracy, with more errors in phonological similar trials than in other trials, while 

semantic similarity did not show a significant effect. In contrast, Experiment 2 showed a 

significant effect of semantic similarity, with more errors in semantically similar trials compared 

to other trials. Additionally, phonological similarity also had a significant effect, as evidenced 

by the higher error rate in phonologically similar trials. However, the interaction between 

phonological and semantic similarity was not significant in either experiment. 

Our findings indicate overt speech monitoring and inner speech monitoring showed 

divergent mechanism, with overt speech monitored by phonological comparation and inner 

speech monitored by phonological and semantic comparison in Chinese. Moreover, this also 

implies speakers flexibly monitor their speech at either semantic or phonological level 

separately based on the availability of information. The evidence could contribute to refining 

comprehension-based monitoring theories and advancing our understanding of self-monitoring 

mechanisms. 

PS.1.04 [Withdrawal]
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Missing /y/: Vowel perception in bilinguals whose languages differ in whether the high front 
rounded vowel is phonemic
Lei Pan*, Centre for Research in Child Development, National Institute of Education, Singapore
Suzy J Styles, School of Social Sciences, Nanyang Technological University, Singapore
*Corresponding Author Email: lei.pan@nie.edu.sg

Previous studies of perception for /b/ and /p/ in English and Mandarin Chinese have shown that 

the phonemic processing of stop consonants in bilingual speakers differs across a bilingual 

speaker’s languages (Ke et al., 2021; Pan et al., 2022). The high front rounded vowel /y/ occurs 

in Mandarin as a category but not in other official languages of Singapore (Pan et al., 2023), 

leading to a mismatch in the vowel inventories of different bilinguals in Singapore. A 16-step vowel 

continuum ranging from /i/ to /y/ was created, by synthesizing intermediate steps between two 

tokens of natural speech using the Tandem-STRAIGHT approach (Kawahara et al., 2008). This 

study reports investigations of vowel perception in English-Mandarin bilinguals (N = 76) and a 

subgroup comparison between two groups of bilinguals: English-Mandarin bilinguals (N = 51) 

versus English-Malay bilinguals (N = 51) using a lexical identification task for Singapore Mandarin 

words  (/i2/ ‘chair’) and  (/y2/ ‘fish’), as illustrated in Figure 1. For early bilinguals of English 

and Mandarin, a Principal Component Analysis derived ‘bilingual balance’ factor did not predict 

individual identification function in linear regression models of vowel perception. However, the two 

bilingual groups exhibited different perceptual gradients across the /i/ to /y/ vowel spectrum, due 

to the differences in their linguistic experience (see Figure 2 for individual patterns of language 

exposure), with no differences in the location of the perceptual boundaries. As shown in Figure 3, 

the steepness of the identification functions differs among bilinguals with different linguistic 

experience, with steeper slopes for early English-Mandarin bilinguals (for whom the /y/ vowel is 

phonemic) and shallower slopes for early English-Malay bilinguals (for whom /y/ is not phonemic, 

but is largely discriminable in the forced choice task). With nuanced language background 

information, this finding suggests that exposure to both /i/ and /y/ in early development shapes 

phonemic perception. In addition, a continuous variable of bilingualism highlighting Mandarin 

experience was implemented in exploratory analyses, revealing that a continuous model of 

‘bilingual balance’ is more sensitive for detecting the effects of linguistic experience on bilingual 

phoneme perception than a categorical model. These findings suggest that early language 

exposure patterns, in terms of continuous timing and amount of linguistic experience, have 

impacts on perception for high front vowels in adult bilinguals with different language backgrounds. 

Continuous measures of bilingual exposure are therefore highlighted as useful tools in the 

investigation of phoneme perception.
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Figure 1 Example screens from the lexical identification task for testing high front vowel perception. 

Left: example of stimuli /i2/ and /y2/ presented on screen. Right: feedback following choice of 

target image /y2/.

Figure 2 Composite Language Input Profile for each participant separated by language group. 

Upper: English-Mandarin bilinguals (N = 51) ordered by bilingual balance. Bottom: English-Malay 

bilinguals (N = 51) ordered by PCA-derived bilingual balance.
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Figure 3 Psychometric curves in the high front vowel identification task. Two groups shown 

separately, with median slope participant highlighted. A: English-Mandarin bilinguals (N = 51); 

B: English-Malay bilinguals (N = 51) ; C: Medians for each group shown together for comparison.
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Different cognitive and linguistic skills affect language production in younger and older adults 

Mohammad Momenian 

The Department of Chinese and Bilingual Studies, Hong Kong Polytechnic University 

mohammad.momenian@polyu.edu.hk 

Florian Hintz 

Deutscher Sprachatlas, Philipps University of Marburg 

Max Planck Institute for Psycholinguistics 

While, there has been some research showing which aspects of language deteriorate during healthy 

aging (Shafto & Tyler, 2014), not much research has been done on the role of both cognitive and 

linguistics skills in the same study (see Hintz & Momenian, 2024). The purpose of this study was to 

determine what linguistic and cognitive functions have the biggest effect on language production in 

younger and older Cantonese speakers. 113 native speakers of Cantonese (67 people > 65 years old 

and 46 people < 65 years old) were recruited from Hong Kong for this study. Cognitive functions such 

as working memory (WM) (Forward digit span task), domain-general processing speed (Neutral 

condition of Flanker task), verbal fluency (Semantic fluency task) and inhibitory control (IC) 

(Incongruent condition minus Congruent condition in Flanker task) were measured. Psycholinguistic 

properties of the words such as age of acquisition (AoA), imageability, name agreement (NA), 

objective visual complexity (VC), familiarity and frequency as well as participants’ language 

experiences such as L1/L2 proficiency and L1/L2 dominance were included as linguistic variables. 

Picture naming task, including both object and action words, was used to measure language 

production. We used Bayesian mixed effects analysis to analyse the data. In the analysis, we looked 

at the interaction between group and the above-mentioned variables. The findings show that among 

all the cognitive functions tested, domain-general processing speed and IC show similar effects on 

language production in both young and older adults. WM has opposing effects in the two groups: 

while higher WM capacity is associated with lower RT in the younger group, in the older group higher 

WM capacity resulted in slower RT. When it comes to linguistic variables, imageability, NA, and 

familiarity showed similar significant effects in both groups. However, VC and AoA showed effects 

only in the older group. L1 proficiency was only significant in the older group, while L1 dominance 

showed opposing effects across the two groups. See Figure 1 for the posterior probabilities. The 

findings of this study demonstrate that a mix of cognitive and linguistic skills are important predictors 

of language production in the older population. Our study demonstrates that researchers working on 

healthy aging need to measure several individual differences in order to have more valid findings. 
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Figure 1: posterior probability 
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Does prior knowledge benefit Mandarin-speaking older adults’ memory 
consolidation in Cantonese tone learning? 
Kangdi Liu 1 (kliubc@connect.ust.hk), Yan Feng 2, Zhen Qin 1 
1 The Hong Kong University of Science and Technology; 2 Nanjing University of Science and Technology 

Sleep supports young adults’ perceptual learning of nonnative speech categories through memory 

consolidation (i.e., memory is preserved better during sleep than during waking) [1]. Research 

showed that newly learned information aligned with prior knowledge was consolidated more 

rapidly than that does not [2]. In Mandarin-speaking young adults’ Cantonese tone learning, prior 

knowledge was manipulated according to L1 [3]. The pitch contour cue in the Cantonese contour-

level contrast (henceforth, contour tones) is consistent with their prior L1 knowledge, while the 

pitch height cueing the level-level contrast (henceforth, level tones) is not as L1 lacks the contrast. 

They consolidated contour tones better than level tones (i.e., improved in the trained-talker 

posttest after sleep). Older adults, however, forgot equally in both intervals due to age-related 

changes in consolidation and sleep [4]. Given the age-related deficits in memory consolidation, 

this study examined whether prior knowledge would benefit tonal consolidation among older adults. 

Following the design of [3], 60 Mandarin-speaking older adults (aged 55-78) were recruited 

(Fig 1). 30 participants were trained to learn Cantonese contour (T5 vs. T6 cued by pitch contour, 

aligned with their prior knowledge) and level tones (T3 vs. T6 cued by pitch height, not aligned) 

produced by a male talker in the evening (with sleep after training), while 30 trained in the morning 

(without sleep), which followed by three posttests: immediate identification (ID1), 12-hour delayed 

ID2, and novel-talker (female) ID3. A Fitbit recorded sleep to test whether it facilitated learning [5]. 

Two mixed-effects logistic regression models were run on accuracy. Three variables, Posttest 

(ID1/ID2/ID3), Group (Evening/Morning), and Tone (Contour/Level), with by-subject random slope 

and intercept, were entered in the models. The model regarding ID1 and 2 did not yield a three-

way interaction (Fig 2). Crucially, the one involving ID2 and 3, revealed a three-way interaction 

(Fig 3). Post-hoc analysis indicated, in contour-tone learning, the evening group did not show a 

difference between ID2 and ID3 (z=0.62, p=.53), but others exhibited lower accuracy in ID3 than 

in ID2 (Contour-Morning, z=4.74, p<.001; Level-Evening, z=4.53, p<.001; Level-Morning, z=5.40, 

p<.001). It suggests a generalization between trained and novel talkers for contour tones in the 

evening group. Sleep parameters positively predicted the generalization effect (ID 3-2; in Fig 4). 

Unlike young adults (aged 19-33) showing a beneficial effect of prior knowledge on memory 

consolidation by improving performance in the trained-talker posttest after sleep [3], older adults 

benefited through talker generalization (although nonnative tones are challenging for L2 learners 

due to significant variabilities across talkers [6], compared to other speech categories [1]). This 

study further demonstrates the role of prior knowledge in memory consolidation across the lifespan. 
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Figure 1 Experimental procedure 

Figure 2 Accuracy in ID1/2 (immediate vs. 12-hour)   Figure 3 Accuracy in ID 2/3 (trained vs. novel talker) 

Figure 4 Sleep parameters (percentage product of Deep X REM) positively predicted the ID3-ID2 difference in accuracy 
(novel-trained talkers). Deep: deep sleep (Stage 3 of non-rapid eye movement sleep); REM: rapid eye movement sleep 
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 Shabd: A Pseudoword Generator for Hindi and other Indian languages 

Selection of word/non-word stimuli is crucial in lexical decision tasks relying on the assumption 

that participants must access the mental representation of a word to classify it. Various 

programs such as Wuggy (Keuleers, 2010), LINGUA (Westbury, 2007), WordGen (Duyek, 

2004), MCWord (Medler, 2005), WordCreator, WordPars (Esmaeelpour, 2021), are primarily 

designed for alphabetic languages like English. The current study introduces tool specifically 

designed to generate pseudowords for Indian languages. Pseudowords generated through this 

platform have undergone validation through lexical decision tasks and neural network analysis, 

filling a notable gap in the availability of resources for pseudoword research in the Hindi. 

Pipeline for pseudoword generation: The program takes positional bigram chain with their 

frequency as an input for any selected language. To build such bigram chain, each item in the 

corpus is segmented into subsyllabic units. (a) First, the input word is segmented at sub 

syllabic level; (b) Now, to generate pseudowords from given template, the algorithm replaces 

unitN+1 element in its bigram chain with another unit. (c) Bigram frequencies are found in 

language module database. (d) Based on bigram frequency at each position, all possible 

combinations are found for first three items of the tuple i.e. (unitN, n, TotalN) and different fourth 

item (unitN+1). It ensures that a particular length of pseudowords are generated based on similar 

length of words. (e) All plausible combinations are searched based on nearest neighbourhood 

frequency deviations or with highest frequency. Each unit in chain is swapped with 5 such best 

units to give a list of pseudowords. Example for , generated pseudowords are (

).
Validation: 280 participants (183 males; 93 females) were presented with 180 trials were 

shown (120 words, 60 pseudo-words) on screen. The words were selected from a Hindi 

psycholinguistic corpus, Shabd (Verma et al., 2021) and drawn from a wide range of 

frequencies. The task was self-paced, with Yes/No responses if the words are meaningful. 

Neural network-based validation: Since NN are very good in finding statistical relationships 

among data, we designed a deep NN architecture to learn more about relationships between 

words and pseudo-words generated by our algorithm. We trained two NN, (a) with the equal 

proportion of non-words as words, and (b) 4:1 ratio of non-words to words. We used the trained 

network to classify both versions of the pseudowords. 

Results: We observed a significant difference in mean accuracy between words (M=0.88, 

SD=0.09) and pseudowords (M=0.36, SD=0.22); t (254) = 29.681, p < 0.001. There was 

significant difference in mean RT between words (M=1320.18, SD=496.2) and pseudowords 

(M=3194.83, SD=1630.6); t (254) = -16.2, p < 0.001. 
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Table-1: Bigram chain instance for single word. 
Frequencies are indicative and calculated based  
on whole corpus
unitN n Total N unitN+1 Freq.

0 4 188
1 4 15
2 4 5
3 4 10

Additional information about language (Hindi):
Most Indian languages adhere to the concept of a character unit, known as akshara, serving 

as the fundamental linguistic building block. An akshara [CV] typically comprises consonants 

[C] and a vowel [V], with words being constructed from more than one aksharas.

Hindi differs from other languages in terms of how syllables and vowels are defined in the

language. Consonants in the language have hidden vowels at their end, also called as schwa,

for example, /ka/ is just akshara in Hindi but can be considered as a whole syllable in some

cases. However, in most cases, diacritic markers i.e. vowels are added to such aksharas or

consonants to add to its phonology. Such markers are called matras and can be added to the

aksharas in both linear and non-linear fashion, example ( /kaa/ and /ki/).

Such markers (matras) can also be written to top or bottom of the consonant (akshara), each

changing the pronunciation in different ways. Thus, we defined sub syllabic unit in Hindi as a

combination of akshara (consonant) + matra (diacritic marker or vowel). (if matra is present),

or just akshara (consonant) (if matra is absent).

-'3flq)i-

. . 
,: position· .. 
: ~ \;" . 

-, 1, 5, Jfl, 27freq 
'3ft, 2, 5, 'P, 142 
'P, 3, 5, i, 36 
t, 4, 5, -, 71 
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The program takes positional bigram chain with their frequency as an input for any selected 

language. To build such bigram chain, each item in the corpus is segmented into subsyllabic 

units, wherein each unit is defined in Hindi as akshara + matra (see above). From each unit, a 

bigram tuple (Table 1) is constructed with four attributes (unitN, n, TotalN, unitN+1, Freq). Here 

unitN - unitN+1 forms a bigram with two subsyllabic units, n represents the position of such 

bigram in any word, while TotalN represents the total number of bigrams possible in that 

particular word. Similarly, we calculated frequency of all possible tuples in the corpus of 96000 

words from Shabd (Verma et al., 2021). This ensures that bigram unit chain consists of position 

information along with frequency of occurrence in a particular language. 

These bigram chains are used as a language module in subsequent steps. Similar to 

Wuggy algorithm (Keuleers & Brysbaert, 2010), our pseudoword generator also uses template 

word(s) to create pseudowords. We swapped second element (unitN+1) in bigram chain 

successively to create pseudoword. 

We started replacing with the weakest bigram first. The weakest bigram was the one 

with least bigram frequency, and maximum number of potential replacement candidates. The 

candidate with least frequency deviation from the original bigram was selected. This ensured 

that frequent bigrams were replaced with frequent ones and less frequent bigrams with less 

frequent ones. We repeated these steps to iteratively replace multiple bigram elements. The 

number of iterations depends on the word length of input template. We replaced minimum 33% 

to maximum of 50% of bigrams. For example, for sub-syllabic word length 2 and 3, we replaced 

1 unit; for length 4, 5 and 6 we replaced 2 units; for 7, 8 and 9 we replaced 3 units and so on. 

We have segmented words by considering akshara + matra as a single unit. However, 

since Indic languages are alpha syllabic, and sub syllabic units are not distinctly defined, future 

experiments should compare between subsyllabic and syllabic levels. This tool is likely to 

improve the quality of the nonwords used in lexical decision tasks and other psycholinguistic 

experiments. The procedure computes matching nonwords in little time. 

The uniformity observed in Indian languages, where words are formed using character 

units known as aksharas – comprising consonants and a vowel – implies that our program can 

generate pseudowords for any language with a corresponding bigram language module. 

Additionally, we've developed a script to construct this module for any language based on a 

dictionary of words specific to that language. Future plans involve compiling corpora and 

adding modules for all possible Indian languages, with an upcoming large-scale multilingual 

validation study for the generated pseudowords. This article serves as a proof of concept, 

expanding on previous algorithms like Wuggy, and specifically explores the akshara-matra 

combination as a sub-syllabic unit in pseudoword generation.  
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Perspective-taking in L1 vs L2 Referential Processing and Benefit of Speech Speed 

Yipu Wei1; Chao Sun1; Yingjia Wan2

1 School of Chinese as a Second Language, Peking University;  
2 Chinese Academy of Sciences, Institute of Psychology; wanyj@psych.ac.cn 

Perspective-taking, the ability to understand others’ viewpoints1, is crucial to communication. 

While native speakers spontaneously use perspective information to anticipate referents2,3, it 

remains unclear whether second language (L2) speakers do the same in real-time 

comprehension. Advanced L2 listeners might benefit from enhanced inhibitory control4 and 

multicultural exposure5, increasing their sensitivity to perspectives. On the other hand, L2 

listeners may prioritize bottom-up linguistic cues over higher-level perspective cues6, and 

have limited predictive processing7, which could restrict perspective-taking performance8. 

We monitored participants’ eye movements in a referential communication task using 

scalar adjectives. In trials assessing spontaneous perspective-taking (Fig.1), using 

perspective information enabled pre-identification of the target. We compared L2 listeners to 

L1 listeners at both normal and slow speech rates, with the slow rate set at two-thirds of the 

normal rate to provide extra processing time, and possibly enhance spontaneous 

perspective-taking. We also included trials where listeners must use perspectives to 

disambiguate target from competitor, indicating strategic perspective-taking (Fig.2). 

We collected data from 32 advanced L2 learners of Mandarin Chinese (mean age: 23.3; 

accuracy rate of Chinese cloze test: 85%; HSK level: Grade 5-6, i.e. C1-C2 in CEF) and 31 

native Chinese speakers. A significant interaction of language*ground reveals distinct 

patterns of L1 and L2 listeners in spontaneous perspective-taking (measured by target ratio; 

β = -0.15, SE = 0.05, z = -3.23, p = .001). At the scalar, L1 listeners exhibited ground 

effects—more looks to the target in the privileged-ground condition compared to shared-

ground and benefited more from slower speed (Fig.3). However, L2 listeners did not show 

spontaneous perspective-taking, even with slower speech rate. In trials requiring strategic 

perspective-taking, L2 listeners performed similarly to L1s (β = -0.03, SE = 0.03, z = -0.89, p 

= .38), indicating that they can strategically use perspectives when necessary for referential 

decision-making. The findings suggest that L2 listeners rely more on bottom-up processing 

and utilize high-level cues like perspectives only when linguistic ambiguity persists. 
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Fig. 2 Strategic Perspective-taking 

trial: Auditory input (Chinese): 

Qing ba | na kuai | qiuxing jimu gei 

wo. ‘Please give me | that | sphere 

block.’ The target can only be 

distinguished from the competitor 

by perspective: the speaker 

cannot see the green sphere and 

must be referring to the red 

sphere.

Fig. 3 Mean target ratio (fixation proportion on the target divided by fixation proportion on the target and 

competitor) under the normal-speed condition and slow-speed condition during the critical time window (from the 

onset of scalar adjective till the onset of shape) for L1 and L2 groups in spontaneous perspective-taking trials. 
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Fig. 1 Spontaneous perspective-taking trial: privileged-ground 

condition (left) vs shared-ground condition (right). Auditory input 

(Chinese): Qing ba | da de na kuai | fangxing jimu gei wo.  ‘Please 

give me |that big | cubic block.’ Paradigm adapted from Heller et al. 

(2008). In the privileged-ground condition where the competitor-

contrast (the small triangle) is not visible to the speaker, listeners who 

take the speaker’s perspective, could exclude the competitor (the big 

triangle) and predict the target (the big cube) at the scalar dade ‘big’, 

as it would be infelicitous for the speaker to use big to refer to an 

object whose size contrast is not accessible.  
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A Network Approach to Examine Gender Differences in Word Associations for Singapore 

English Words 

Wong Jin Jye and Cynthia S. Q. Siew (Department of Psychology, National University of 

Singapore; wongjinjye@gmail.com)  

This research describes the differences between genders in word associations for words 

unique to Singapore Colloquial English ("Singlish"), building upon our existing efforts to study 

the structure of the Singlish lexicon (Wong & Siew, 2023). We investigated the differences in 

how men and women ascribe meanings to words which may not exist in more widely used 

forms of English. The word association task has been previously shown to be a viable 

method for investigating gender differences in word meanings (De Deyne, Warner, & Pefors, 

2023). However, instead of examining word associations directly, a network science 

approach was used to compare association networks constructed from word association 

data, since association networks have demonstrated additional utility in measuring semantic 

relatedness by incorporating spreading activation (De Deyne et al., 2019). 

Responses from 2,646 participants (1,287 male, 1,359 female) were considered. 2,477 

(93.6%) of the participants were born in Singapore, and 2,632 (99.4%) of the participants 

resided in Singapore at the time of the study. 2,451 (92.6%) of the participants spoke English 

as a first language; the most common second languages spoken were Mandarin Chinese (n 

= 2186, 82.6%) and Malay (n = 652, 24.6%). 238 Singlish words and phrases, sourced from 

Wikipedia’s page on Singlish Vocabulary, were presented to the participants; approximately 

half of the participants provided responses to half of the cues, and the other half of the 

participants to the other half of the cues. Wikipedia was chosen due to its crowd-sourced 

nature: the terms present were deemed more likely to be known due to them being user-

submitted. When presented with a cue, participants were instructed to provide up to three 

responses that came to their mind. Participants could also indicate if they did not know the 

word or if they recognized the word but were unable to think of any associations to it.  

Two word association networks were constructed; one based on responses from men, 

the other based on responses from women. Network metrics which characterized global 

structural patterns of word associations was obtained from both networks. To evaluate if 

numerical differences between the network structures were statistically meaningful, 1,000 

random male and female word association networks were generated by randomly re-

assigning the original gender associated with each cue-association pair, creating a 

distribution of possible differences. Observed differences between the male and female 

network measures were statistically significant relative to random expectation exemplified by 

the bootstrapping procedure. Overall, the results further reinforce that gender differences, 

both in the structure of the mental lexicon and in the perception of individual words, exist. 
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Network metric difference 
(male - female) 

Generated distribution 
Actual value M SD

Edge count -642 256 1470*** 
Vertex count -96.2 77.6 398*** 

Mean edge weight 0.000886 0.00183 0.0146*** 

Mean vertex degree -0.0455 0.0739 -0.140***

Average shortest path length -0.0122 0.862 0.113*** 

Diameter -0.0249 3.20 1.34***

Global clustering coefficient -0.0000653 0.000537 -0.000163***

Local clustering coefficient1 -0.000577 0.00618 -0.00456***

***p < .01. 
1 the mean local clustering coefficient of every node. 

Table 1: Actual values of differences in network metric values compared with the differences 
obtained from the randomly generated networks. Differences were calculated by subtracting 
the female network value from the male network value: positive values denote that the male 
network value was higher, while negative values denote that the female network value was 
higher. 

Male Female

atas, good, no, handsome, lucky money, market, red, good, lucky 

Table 2: Some responses to the Singlish phrase "white horse".  Note how male responses 
capture more of the Singaporean-specific connotation "the son of a VIP in National Service". 
"Atas" means "refined" or "high-class". 
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Human and AI Processing Animal Metaphors in English and Chinese 

Ben Yue Shi Yang and jenny Yichun Kuo 

National Chung Cheng University, Taiwan 

National Chiayi University, Taiwan 

  This study examines how humans and ChatGPT process “ox” and “dragon” 

metaphors in English and Chinese, revealing cultural values, language structures, 

and AI challenges. While prior research (Yang & Kuo, 2024) explored human 

processing of these metaphors, table 1shows the mean and standard deviation of niu 

(牛), long (龍), ox, cow, bull, buffalo, and dragon uniquely compares human and AI 

processing to uncover similarities and differences. 

Thirty sentences containing Chinese “niu 牛" (ox) and "long(龍)” dragon, and 

English ox, cow, bull, buffalo, and dragon were collected from the Academia Sinica 

Balanced Corpus of Modern Chinese and the Corpus of Contemporary American 

English. Fifteen Chinese and fifteen English speakers rated the semantic prosody of 

ox and dragon metaphors on a 1 to 5 scale, and ChatGPT performed the same task. 

Results showed that both humans and ChatGPT identified positive connotations of 

strength in ox metaphors (e.g., “built like an ox”) and negative connotations of 

stubbornness (e.g., “stubborn as an ox”). However, humans provided more context- 

sensitive interpretations, especially for nuanced uses like “having a cow” 

(overreaction), which ChatGPT missed. For dragon metaphors, while Chinese 

dragons (龍) symbolize power and prosperity, English speakers often see dragons as 

symbols of danger. Interestingly, ChatGPT’s ratings highlighted these cultural 

contrasts more than the human participants did, raising questions about AI’s role in 

interpreting cultural differences. 

English speakers rating “cow” more negatively than “bull,” and ChatGPT rating 

“dragon” more negatively than humans, suggesting that AI may amplify perceived 

cultural patterns. However, the lack of clear differentiation between English and 

Chinese speaker ratings of dragons challenges the assumption that these 

perceptions are deeply culturally ingrained. The findings show that ChatGPT aligns 

with human ratings but often lacks the personal and contextual depth humans 

provide. 

This study underscores the effectiveness of ChatGPT in capturing broad language 

patterns but highlights its limitations in grasping the nuanced interpretations that 

come from personal and cultural experiences. Future research should explore how AI 

can better simulate the complex cultural and experiential elements that underpin 

human metaphor processing. 

Keywords: : conceptual metaphors, semantic prosody, human processing, AI 

processing, sociocultural context 
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Table 1. Mean and standard deviation of human evaluations of conceptual animal metaphors 

in English and Chinese, and ChatGPT's evaluation of the metaphors. 

Animal metaphors Ox "Niu 4-· Dragon Ox Cow Bull Buffalo Dragon 

"Long tffi," 

Mean {by human) 2.77 3.46 3.05 2.05 2.99 3.22 3.52 

Standard deviation 0.77 0.65 1.32 0.9 1.15 0.86 0.83 

Mean (by ChatGPT) 3.5 4.2 3.5 3.2 3.1 3.3 2.8 
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Processing of Modern Chinese Proverbs in High-Functioning Autistic Children 

Ben Yue Shi yang 

National Chun Cheng University, Taiwan 

This study investigates the comprehension of Mandarin idioms in high-functioning 

autistic (HFA) children compared to typically developing (TD) children, addressing 

notable gaps in the literature regarding non-literal language processing in autistic 

populations. Although extensive research exists on idiom comprehension in autism, 

studies specifically targeting HFA children remain limited, with few focusing on cultural 

and linguistic contexts like Mandarin (Morsanyi & Stamenković, 2021). This research 

aims to fill these gaps by examining how HFA children understand idioms, especially 

metaphorical expressions involving human, animal, and daily-life subjects. 

Participants included six HFA and six TD children from grades three to six, 

assessed through the Peabody Picture Vocabulary Test, False Belief Task, and 

Metaphorical Proverbial Story Test. The main experiment involved the Metaphorical 

Idiom Story Test, consisting of twenty-four short stories with proverbial or 

metaphorical endings. Comprehension was measured by asking participants to select 

from three images—literal, metaphor-related, or unrelated. 

Results revealed that TD children significantly outperformed HFA children in 

vocabulary, particularly in sensory-emotional cognition. In the False Belief Task, HFA 

children showed slightly lower performance, likely due to differences in language 

development. In the Metaphorical Proverbial Story Test, TD children had a 90.65% 

correctness rate, compared to 75.45% for HFA children. The most pronounced deficit 

for HFA children was observed with animal metaphors, where they performed 25% 

worse than TD children, whereas the groups performed similarly on daily-life 

metaphors. These findings align with existing literature suggesting difficulties in 

processing figurative language among autistic individuals but highlight a particular 

challenge with metaphors that involve non-human subjects. 

This study underscores the linguistic difficulties HFA children face, especially with 

non-human metaphors, suggesting that these children may struggle more with 

abstract and less familiar metaphorical content. The results emphasize the need for 

targeted interventions and specialized teaching strategies to support HFA children’s 

language comprehension. Future research should explore the cognitive and 

developmental factors influencing idiom processing in HFA populations and assess 

the effectiveness of tailored educational approaches to improve metaphor 

comprehension. 

Keywords: high-functioning autism, non-literal language, modern proverbs, cognitive 

linguistics, storytelling experiments 
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Table1 : Example of Metaphorical Proverbial Story Test 

Story line in Story line Question in Question Answer in Answer in 

Chinese translated Chinese translated Chinese English 

into English into English 

-:J--:J-~t.t,t, My brother ~if.',J:.(t-J~ What does it .fll;\L~ Very anxious 

~*"'flf- forgot to ~ k1t .f. ;t mean by "as 

-~~lHf.~if.'i bring a pen .!-? anxious as 

J:. lt-J*'1~ • to the exam an ant on a 

and was as hot pan" ? 

anxious as 

an ant on :a 

hot pan. 
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Competition and Coordination of Efforts: A Study of the Effectiveness of Symbols in 

Consecutive Interpreting Note-Taking 

Yue Wu (wuyue8940@gmail.com), Qianxi Lv, Jingchao Yang (Shanghai Jiao Tong University, China) 

Symbols are easier to write and read than language notes in consecutive interpreting (CI) [1]. 

Previous studies report a positive correlation between symbols and interpreting quality [2], but 

few have explicated whether all symbol categories are effective and the extent to which note-

taking choices affect interpreting quality. We investigated the note-taking choices and symbol 

categories of 34 interpreting beginners performing CI tasks from Chinese to English. The notes 

were divided into word, abbreviation, and symbol forms, with symbols further categorized into 

VT, VGD, VMC, VR, G, CM, CV, and S [3] (Table 1). Target speech accuracy was rated at the 

element and the clause levels according to the source speech (Table 2). An element was an 

expression that could be noted down through symbols (e.g., ‘country’ recorded as ). A Clause 

consisted of a subject and its predicate, and it was the smallest independent grammatical unit 

to express an intended meaning.  

The results showed that at the element level, symbols and full words contributed to significantly 

higher target-speech accuracy than abbreviations (z=-6.173, p<0.001), and significantly higher 

accuracy was achieved by using CM, CV, and S, compared to VT (p<0.05). These symbol 

categories were estimated to be 6.16 times, 4.20 times, and 5.22 times more effective for an 

accurate interpretation (Fig 1). At the clause level, symbols continued to demonstrate superior 

performance, while words became the least effective (z=-2.492, p=0.013). Meanwhile, only VR 

was estimated to be significantly more effective at facilitating accurate clauses compared to 

VT (z=1.994, p=0.046) (Fig 2).  

In summary, the findings provided empirical support for the advantage of using symbols in 

memorization and speech reformulation. Additionally, the results validated the hypothesis that 

certain symbol categories, especially VR, CM, and S, could reduce processing demands, 

enhance the cooperation among Efforts, and facilitate target-speech accuracy. By using these 

symbols encapsulating logical meaning and larger processing units, the interpreters prioritize 

information analysis to note-taking and are thus more engaged in active listening.   
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Table 1. Note categorization 

Table 2. Assessment of accuracy 

Figure 1. The average element-level accuracy    Figure 2. The average clause-level accuracy 

rate achieved by various symbols categories   rate achieved by various symbols categories 
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Co-activation of Semantic and Phonological Representations in Interpreting Learners 
Qianxi Lv, Zhaokun Jiang, Yue Wu lvqianxi@sjtu.edu.cn 

Individuals rely on mentally representing their combination of sounds, i.e., phonological 

representations [1] or readily evoking semantic representations [2] in memorization. Though 

phonological representations are more automatically activated, individuals can use semantic 

representation exclusively [3] or adaptively switch to semantic representations when the former 

is inhibited [4], such as under articulatory suppression (AS). It is also favored for bilingual tasks 

that requires meaning retrieval, such as interpreting. Forty Chinese-English bilinguals 

undergoing intensive interpreting training were asked to perform a shadowing or a 

simultaneous interpreting (SI) task, followed with a serial recall of English words(via the Word 

Length Effect (WLE), so as to examine how their memorization processes differ under 

requirement, and how their capacity to integrate semantic meaning facilitate retrieval in SI. 

Exp1 investigated WLE in a serial recall task using a 2(Imaginability) × 2(word length) × 

2(Inhibitory control) × 2(stimulation task) mixed design (Table1). It revealed significant effects 

of AS: F(1, 362) =6.602, p<.001; word length: F(1, 362)=5.560, p<.001; AS × word length: F(1, 362)= 

2.135, p=.033, AS × word length × imaginability: F(1, 362) =2.018, p=.0443. WLE existed under 

AS (F(1,38)=6.089,p<.001), and highly-imaginable words were memorized better for longer 

words(F(1,435)=5.560,p<.001). There is no significant effect of stimulating tasks (Fig1,2). 

Exp2 investigated how individual’s capacity for maintaining semantic representations affected 

WLE. Participants were asked to identify the synonym for one of the ten precedingly-studied 

words. Group differences were observed of capacity (Higher Mean=9.15, SD= 1.040; Lower: 

Mean= 5.9, SD=1.071; t=-2.342, p=0.03). The lower-capacity participants show WLE under 

AS for highly-imaginable words only, whereas higher ones did not show WLE under silent, but 

did show WLE under AS, and word imaginability did not affect their performance (Fig3,4). 

In conclusion, the findings suggest that participants exclusively use semantic representations 

to facilitate phonological reliance, instead of switching between the two. Moreover, the capacity 

of using semantic representations significantly affect the memorization behavior, such that 

people of higher capacity are more likely to commit to activating semantic concept. It also 

emphasizes the importance of developing strategies that foster the adaptive use of semantic 

representations in interpreting training. 
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Table1. Mean values for word imageability and length Table2. Serial recall score of both groups 

The values in brackets indicate standard deviations.

Figure1. Predicted score for the serial recall post-shadowing  Figure2. Predicted score for the serial recall post- SI

AS: Articulatory suppression; S: Silent control; SI: simultaneous interpreting

Figure 2. Predicted score for the serial recall  Figure 3. Predicted score for the serial recall 

post-shadowing & SI for participants of higher capacity post-shadowing & SI for participants of lower capacity

Reference:
[1] Baddeley, A. (1986). Working memory. Oxford: Oxford Univ. Press.

[2] Paivio, A. (1990). Mental representations: A dual coding approach. Oxford: Oxford Univ. Press.

[3] Martin, Randi C., Shelton, J. R., & Yaffee, L. S. (1994). Language processing and working memory: Neuropsychological

evidence for separate phonological and semantic capacities. Journal of Memory and Language, 33(1), 83–111.

[4] Shivde, Geeta, & Anderson, M. C. (2011). On the existence of semantic working memory: Evidence for direct semantic

maintenance. Journal of Experimental Psychology: Learning, Memory, and Cognition, 37(6), 1342–1370.

Imaginability Syllables Frequency Imaginability Syllables Frequency

Low-imaginable 328.32
(53.90)

1.58   
(0.48)

249.00 
(211.24)

332.25  
(45.34)

3.46  
(0.74)

240.33 
(103.91)

High-imaginable 506.05 
(58.05)

1.47  
(0.50)

241.91 
(194.21)

479.70 
(58.58)

3.32  
(0.56)

234.44 
(155.35)

Short words Long words Higher capacity Lower capacity
Control (Silent)
High-imaginable 4.2 0.837 3.873 1.071
Low-imaginable 4.375 0.518 3.584 1.077
Articulatory Supression
High-imaginable 4.000 0.000 3.400 1.192
Low-imaginable 2.667 1.155 3.009 1.255
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Native condition Non-native condition 

Hi, I am a native English speaker from the USA. I am Hi, I am a non-native speaker of English from China. 
now living in New York and studying for a BA I am now living in Shanghai and studying for a BA 
degree at the City University of New York I'd like to degree at the Shanghai .nilQJQaQ University. I'd like 
play a sentence comprehension game with you. I to play a sentence comprehension game with you. I 
will give you a sentence and a yes-or-no question will give you a sentence and a yes-or-no question 
regarding the sentence. Please simply answer "Yes" regarding the sentence. Please simply answer "Yes" 
or "No" to the question. For instance, if you read or "No · to the question. For instance, if you read 
"The boy went to the park to fly a kite'; and the "The boy went to the park to fly a kite ·; and the 
question is "Did the boy go to school'; you can question is "Did the boy go to school'; you can 
answer "No''. answer "No''. 
Next, read the following sentence and answer the Next, read the following sentence and answer the 
question. question. 
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A perspective from Bayesian learning on unaccusativity 

Kaiying Kevin Lin (Institute of Linguistics, Academia Sinica, Taiwan) 

Unaccusativity, or split intransitivity refers to the binary distinction of unergative and unaccusative 
verbs of intransitive verbs (Permultter, 1978), while later studies found that the division of 
intransitive verbs in languages like Mandarin (e.g., Laws & Yuan, 2010) exhibits semantic gradients 
similar to the proposal by Sorace (2000). This raises the controversy over whether the universal 
syntactic subclasses should be binary (e.g., Fukuda, 2017) or inherently multicategorical with each 
semantic subclass mapping to a syntactic subclass (cf. Huang & Snedeker, 2020). We conduct a 
language-learning simulation using the Bayesian inference model because the model contains a 
prior belief term and can examine these assumptions (Shin, 2023). The results show that when 
the prior belief is solely based on two syntactic subclasses of a few verbs, the ultimate posterior 
distribution is the most similar to the gradient of Sorace (2000). This supports the existence of 
universal syntactic subclasses of unergative and unaccusative, but different language 
environments may shape representations that appear similar to semantic gradients. 

Experiment: We trained Bayesian inference models with two different priors: (1) binary verb 
subclasses of unergative and unaccusative verbs (prior=0.5), and (2) two verb subclasses plus 
an additional neutral category (three categories, prior=0.33). We computed the word occurrences 
in sentences from the CHILDES Mandarin corpus (MacWhinney, 2000) to obtain transitional 
probabilities (i.e., the likelihood of one word following another, based on their co-occurrence in 
text). The three most typical verbs from each category (or class) were selected and their 
transitional probabilities in sentences where these verbs occurred were computed in each 
condition. These formed the typical unergative, unaccusative (and neutral) transitional 
probabilities. The likelihood of a sentence belonging to each verb category was calculated by 
summing log transitional probabilities using each typical transitional probability, and posterior 
probabilities of a sentence in each category were thus computed and normalized. We 
calculated the posteriors of verbs in the postverbal-subject diagnostic sentence (Huang, 1987), 
as well as the posteriors of new verbs in certain constructions (Table 2). The former aims to 
simulate likely rating speakers assign to verbs within the diagnostic, while the latter simulates 
the effect of transitional cues on new verb categorization. 

Results: The posterior probabilities from verb categories were converted into four sets of 
numerical values for comparison with two previous studies. We found that using two verb 
classes as the prior yields the most similar distribution (Table 1, Student t-test, t(23)=0.7162, 
p=0.48), while the model using three categories yields a significantly different distribution from 
Laws & Yuan (2010) (Student t-test, t(23)=3.479, p<.01**). Moreover, the effect of transitional cues 
aligns better with previous research (Lin & Washington, 2023), when two verb classes of priors 
were used (Table 2, t(8)=1.2011, p=0.1302 vs t(8)= -1.4587, p=.09.). These findings indicate that 
even in a language that exhibit semantic gradients, the underlying system might consist of only 
two syntactic subclasses of unergative and unaccusative verbs. However, exposure to language-
specific factors, such as transitional probabilities, may contribute to a semantic gradient 
representation beyond a simple binary distinction. 
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                 (wordcount: 496)  

Table 1 Posteriors in our study converted into a range of -2 (unerg) to 2 (unacc) for comparison with Laws and Yuan 

(2010) 

  

    

Semantic Subclasses verb 
Laws & Yuan 

(2010) 
Posteriors (two class) 

Posteriors (three 

categories) 

change-of-location 

come 1.97 1.75 1.749 

fall_1 1.87 1.32 0.5445 

escape 1.67 -0.17 -0.002 

arrive 1.57 0.03 0.023 

fall_2 0.63 0.71 0.2423 

change-of-state 

die 1.7 1.62 1.614 

born 1.57 1.95 0.152 

appear 1.7 1.51 0.8324 

happen 1.73 1.94 0.6218 

Internally caused 

change 

decay/rot 1.5 1.96 0.8317 

grow 1.57 0.9 -0.5544 

wilt 0.53 1.15 0.9362 

change of directed 

motion 

descend 1.87 1.92 1.17 

rise 1.83 0.36 0.0138 

continuation of 

condition (inanimate) 

continue -0.3 1.15 0.5057 

persist -0.3 -0.15 -0.096 

remain -0.27 1.6 0.145 

continuation of 

condition (animate) 

remain -0.57 0.029 0.003 

survive 0.8 -0.15 -0.018 

exist, have 1.8 -0.15 -0.083 

existence of posture 

(inanimate) 

sit -0.07 -0.17 -0.07 

stand 0.17 -0.15 -0.1 

existence of posture 

(animate) 

sit 0.63 -0.29 -0.18 

stand 0.53 1.97 1.05 

t-test  N/A  * 

Selected Reference: 

Fukuda, S. (2017). Split intransitivity 

in Japanese is syntactic: Evidence for 

the Unaccusative Hypothesis from 

sentence acceptability and truth value 

judgment experiments. Glossa: a 

journal of general linguistics 2(1): 

83. 1–41, DOI: 

https://doi.org/10.5334/gjgl.268 

Huang, Y., & Snedeker, J. (2020). 

Evidence from the visual world 

paradigm raises questions about 

unaccusativity and growth curve 

analyses. Cognition Jul;200:104251. 

doi: 

10.1016/j.cognition.2020.104251. 

Laws, J., & Yuan, B. (2010). Is the 

core-peripheral distinction for 

unaccusative verbs cross-

linguistically consistent? Empirical 

evidence from Mandarin. Chinese 

Language and Discourse, 1(2), 220–

263. DOI: 10.1075/cld.1.2.03law. 

Lin, K., & Washington, P. Y. (2023). 

The categorization of intransitive 

verbs: Evidence from word2vec 

modeling and a behavioral 

experiment. In M. Goldwater, F. K. 

Anggoro, B. K. Hayes, & D. C. Ong 

(Eds.), Proceedings of the 45th 

Annual Meeting of the Cognitive 

Science Society (pp.1990-1997). 

Shin, G.-H., & Mun, S. (2023). 

Korean-speaking children’s 

constructional knowledge about a 

transitive event: Corpus analysis and 

Bayesian modelling. Journal of Child 

Language, 50(2), 311–337. 

doi:10.1017/S030500092100088XSo

race, A. (2000). Gradients in auxiliary 

selection with intransitive verbs. 

Language, 76(4), 859–890. DOI: 

doi.org/10.2307/417202  

 

 

Table 2, Posteriors converted into a range of -1 to 1 for comparison with Lin and Washington (2023) 

Construction ba+V V1+V V+perf hui LVS

Lin & Washington (2023) 0.5 0.4444 0.53 0.4444 0.5

Posteriors (two classes) 0.59 0.5738 0.4959 0.4844 0.4617

Posteriors (three categories) 0.5 0.5 0.5 0.49 0.475

Construction want+V V+dur V+complement imperf+V t-test

Lin & Washington (2023) 0.3111 0.4333 0.5 0.33

Posteriors (two classes) 0.45 0.442 0.4145 0.36 0.13

Posteriors(three categories) 0.49 0.4601 0.4464 0.49 0.09.
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Bridging the Gap: Assessing GPT-4's Capacity for Causal Inference
Xingyuan Zhao (xiz103@ucsd.edu), Wenjun Ma & Seana Coulson, UC San Diego

Language comprehension frequently requires readers to infer the causal relationship

between events in a text. Here we compare human comprehenders’ sensitivity to causal

information in text to that of the large language model GPT-4.

Dataset The dataset (Davenport, 2014) contains 160 written scenarios, each followed by a
probe word that was either causally related to scenario, lexically related to the final word in

the scenario, or unrelated. Scenarios consisted of two sentences; the first set the scene and

the second described a subsequent event that resulted from an unstated cause. The three

categories of probe words were based on their relationship to the narrative (see Table 1).

Expt.1 GPT-4 classified probe words for all scenarios and provides explanations to its
answers. Binary logistic regression on classification results indicated exceptional

performance on causal probes (97.5% accuracy) and unrelated probes (92.1%, β = -1.20,

95% CI [-2.27, -0.12], p < .05), with significant drops for lexical (30.1%, β = -4.48, 95% CI

[-5.53, -3.43], p < .001). This suggests that LLMs like GPT-4 ‘appreciate’ causal relationships

presented in text. Expt.2 174 native English speakers classified the relationship between 40
randomly assigned narrative scenarios and associated probe words as either causal, lexical,

or unrelated. Binary mixed-effects logistic regression analyses showed highest accuracy for

causal probes (87.3%), with significantly lower accuracy for lexical (75.2%, β = -1.14, 95%

CI [-1.62, -0.65], p < .001) and unrelated probes (79.8%, β = -0.54, 95% CI [-0.97, -0.10], p <

.05). This confirms that GPT-4 performs equally, or even outperforms, human, on causality,

but failed to detect lexical relation to a human-level. Then they rated the adequacy of

GPT-4’s explanations for its probe classifications in those scenarios on a scale from 1 (not

convincing at all) to 5 (extremely convincing). Linear mixed-effects regression showed a

significant positive effect on GPT-4 explanations for correct causal probes (rating: 4.58;

Figure 1), indicating that explanations accompanying correct causal classifications were

particularly well-received.

The results showed that GPT-4 appears to have a robust understanding of causality,

as indicated by its near-perfect performance in identifying causally related probes and the

high endorsement by humans of its explanations for the choices made. Notably, GPT-4's

performance on the Lexical probes was below the chance level. Optimized for generating

coherent and contextually relevant text, GPT-4 may lack the ability to explicitly identify lexical

relationships. This focus on broader context and coherence in text generation might have

limited its ability to perform tasks that may require ignoring higher levels of context.
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Figures and Tables

Table 1: Sample vignettes with probe words and its’ relation(left) & GPT-4’s Classifications

and Explanations of Scenarios(right)

Figure 1: Average Human Ratings by Scenario Separated by GPT-4 Correctness

References
Davenport, T. S. (2014). Causal inference and language comprehension: Event-related
potential investigations (Doctoral dissertation). UC San Diego.

True Relation 
Causal 

Lexical 

Unrelated 

Causal 

Lexical 

Unrelated 

Scenario Probe GPT4Answer GPT4 Explanation 
Anna stayed in bed all morning Cold Causal ✓ The probe word "cold" is likely related to 
and afternoon. She was drink- the reason why Anna was staying in bed, 
ing hot soup and resting. drinking hot soup, and resting, as these 

are common responses to having a cold. 
Alphonse made the grave mis- Steps Lexical ✓ The probe word "steps" is lexically re-
take of insulting a gentleman. lated to the narrative because "paces" is 
The next morning, the bullet a synonym for "steps," but it does not in-
pierced his heart from a dis- dicate a cause for the event. 
tance of 10 paces. 
The matador stepped into the Crab Unrelated ✓ The word "crab" has no causal or lexical 
arena. He had to be taken away relation to the narrative about a matador 
in an ambulance. being taken away in an ambulance. 

Robert was flirting with an at- Ring Unrelated x The probe word "ring" does not have a 
tractive woman he'd met in the causal relationship with the event of the 
bar. but when she saw his woman slapping Robert, nor is it lexi-
hands, she left him with a sting- cally related to the last word "slap." The 
ing slap. narrative does not provide any informa-

tion about a ring being involved in the 
interaction. 

The burglar broke the window Death Unrelated x The probe word "death" does not have a 
and entered the house. Mo- causal relationship with the burglar run-
ments later, he was running for ning for his life, nor is it lexically related 
his life. to any words in the second sentence. 
The clouds gathered over the Repair Causal x The gathering of clouds likely indicates 
dry, dead field. The next morn- that it rained, which would be the cause 
ing, the field was turning green. of the dry, dead field turning green. 
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The source of pragmatic knowledge: A computational investigation
Wenjun Ma (w7ma@ucsd.edu), Xingyuan Zhao & Robert Kluender, UC San Diego

Ambiguity is a pervasive feature of human language, but is usually resolved through the

use of discourse context and/or pragmatic knowledge (Piantadosi et al., 2012). The excellent

performance of recently developed large language models (LLMs) raises the question of

whether they are able to resolve ambiguity without direct access to such knowledge. Here

we test whether contextual plausibility, informed by real-world knowledge, can be reduced to

the frequency of linguistic co-occurrence. The use of the Mandarin Chinese coverb '给' (GEI)
offers a useful test case for this question. Traditionally used to mark datives

(recipients/benefactives), GEI has since been extended to mark agents in passive

constructions ( = coverb BEI) as well as patients in object pre-posing constructions ( =

coverb BA; Simon, 1958). 吴一给李四打了 [Wuyi-GEI-Lisi-hit-PFV] could thus mean either

‘Wuyi hit Lisi’ or ‘Lisi hit Wuyi.’ However, in real-life scenarios, pragmatic knowledge often

renders one interpretation impossible. In this study, we investigated whether LLMs can

accurately discern such nuances in usage, based on pragmatic knowledge, of the Mandarin

coverb '给' to mark both agents and patients. We also explore whether this ability can be
reduced to differences in surprisal, the unpredictability of words given their context, with

higher surprisal indicating lower probability of occurrence in the training data for LLMs.

In a classification task, we presented GPT-4 with 52 sets of '给' sentences (104
sentences total; Table 1), in which '给' was used as either an agent or a patient marker. In
half the sets, sentences were constructed with one animate and one inanimate argument,

rendering one interpretation 0% possible (Type 1). In the other half, sentences had two

animate arguments, with one interpretation more likely (Type 2). Compared to human

classification, GPT-4 achieved a remarkable overall accuracy rate of 98.1%, with 100%

accuracy for Type 1 sentences and 96.2% for Type 2 sentences, suggesting that it registers

pragmatic information like animacy or asymmetry of relations (cat-mouse) quite accurately.

Pragmatic plausibility is derived from familiarity with an event, and this may be reflected in

linguistic co-occurrence in a corpus, which surprisal should be able to evaluate. We

conducted a further experiment testing the power of surprisal to function as an indicator of

pragmatic knowledge. The more plausible usage of GEI in the training data may also be the

more frequent one (frequency of the linguistic co-occurrence), with lower surprisal values.

Due to the unavailability of a surprisal API in GPT-4, we instead used surprisal values from

Davinci-002, a GPT-3 model, which is only trained on linguistic data without reinforcement

learning from human feedback. After changing GEI to BEI or BA in the stimuli, and

calculating surprisal for each variant (see formula 1), the correctly switched variant had lower

surprisal 76% of the time, significantly better than chance (Z = 7.5 p < 0.001). This suggests

that mere linguistic co-occurrence may play a key role in acquiring pragmatic knowledge.
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Figures and Tables

Type Sentence Sentence Translation Marker
1 兔子给萝卜吃光了。 rabbit-GEI-radish-eat-PFV Patient
1 萝卜给兔子吃光了。 radish-GEI-rabbit-eat-PFV Agent
2 警察给小偷抓住了。 police-GEI-thief-catch-PFV Patient
2 小偷给警察抓住了。 thief-GEI-police-catch-PFV Agent
Table 1: Sample sentences used in Expt. 1

Coverb Plausibility Sentence Sentence Translation
BEI Yes 萝卜被兔子吃光了。 radish-BEI-rabbit-eat-PFV
BEI No 兔子被萝卜吃光了。 rabbit-BEI-radish-eat-PFV
BA Yes 兔子把萝卜吃光了。 rabbit-BA-radish-eat-PFV
BA No 萝卜把兔子吃光了。 radish-BA-rabbit-eat-PFV
Table 2: Sample sentences used for the surprisal calculation in Expt. 2

Formula 1: Sentence Surprisal Calculation for Sentence 'rabbit-BA-radish-eat-PFV'Ձ՝՚՘՚Ց՛ՉՔ(՚ՉՊՊՑ՜)   = − Ք՗Տ(Ծ(՚ՉՊՊՑ՜))Ձ՝՚՘՚Ց՛ՉՔ(԰ԯ)          = − Ք՗Տ(Ծ(԰ԯ | ՚ՉՊՊՑ՜))Ձ՝՚՘՚Ց՛ՉՔ(՚ՉՌՑ՛ℎ)  = − Ք՗Տ(Ծ(՚ՉՌՑ՛ℎ | ՚ՉՊՊՑ՜ ԰ԯ))Ձ՝՚՘՚Ց՛ՉՔ(ՍՉ՜)         = − Ք՗Տ(Ծ(ՍՉ՜ | ՚ՉՊՊՑ՜ ԰ԯ ՚ՉՌՑ՛ℎ))Ձ՝՚՘՚Ց՛ՉՔ(ԾԴՄ)       = − Ք՗Տ(Ծ(ԾԴՄ | ՚ՉՊՊՑ՜ ԰ԯ ՚ՉՌՑ՛ℎ ՍՉ՜))ՁՍՖ՜ՍՖՋՍ Ձ՝՚՘՚Ց՛ՉՔ =Ձ՝՚՘՚Ց՛ՉՔ(՚ՉՊՊՑ՜) + Ձ՝՚՘՚Ց՛ՉՔ(԰ԯ) + Ձ՝՚՘՚Ց՛ՉՔ(՚ՉՌՑ՛ℎ) + Ձ՝՚՘՚Ց՛ՉՔ(ՍՉ՜) + Ձ՝՚՘՚Ց՛ՉՔ(ԾԴՄ)5
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Typical active transitive sentences in Mandarin are in SVO word order

警察 抓住 了 小偷
jingcha zhazhu le xiaotou
police catch PFV thief
‘The police caught the thief.’ (PFV = perfective aspectual marker)

Coverbs in Mandarin Chinese

Coverbs in Mandarin Chinese typically occur after the subject {e.g. NP coverb NP…}
and mark the thematic relation of the following argument NP to the verb

• BEI (被) marks agents in passive constructions
小偷 被 警察 抓住 了

xiaotou BEI jingcha zhazhu le
thief BEI police catch PFV
‘The thief was caught by the police.’

• BA (把) marks patients in object-preposing constructions
警察 把 小偷 抓住 了

jingchaBA xiaotou zhazhu le
police BA thief catch PFV
‘The police caught the thief.’ (~‘It was the thief that the police caught.’)

• GEI (给) (‘give’) marks recipients & benefactives in indirect object position
小王 给 我 买 了 一 本 书
XiaoWang gei wo mai le yi ben shu
XiaoWang GEI me buy PFV one CL book
‘Xiao Wang bought a book for me’

More recently, GEI has been extended as a substitute for both BEI and BA coverbs

• GEI can mark agents (earlier development in all Mandarin dialects)
⻋ 给 小王 修 好 了

che GEI XiaoWang xiu hao le
car GEI XiaoWang repair good-RSLT PFV
‘The car was repaired by Xiao Wang.’ / #The car repaired XiaoWang.

• GEI can also mark patients (more recent extension in certain contexts and dialects)
小王 给 ⻋ 修 好 了

XiaoWang GEI che xiu hao le
XiaoWang GEI car repair good-RSLT PFV
‘XiaoWang repaired the car.’ / #XiaoWang was repaired by the car.
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Table 1 Results of machine learning classifiers 

Classifiers Accuracy Class Precision 

ChatGPT 0.91 

Linear SVM 0.97 HT 1.00 

NMT 1.00 

Random 
ChatGPT 1.00 

1.00 HT 1.00 
Forest 

NMT 1.00 

ChatGPT 1.00 

MLP 1.00 HT 1.00 

NMT 1.00 

ChatGPT 1.00 

AdaBoost 0.97 HT 1.00 

NMT 0.92 

ChatGPT 0.77 

Na'ive Bayes 0.90 HT 1.00 

NMT 1.00 

ChatGPT o HT NMT 
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Figure z-transformed scores of translations by ChatGPT 
(red), human translation (green), and NMT (blue) along four 
dimensions identified in the multidimensional analysis 

Example 1: 

HT: It is reported that Indian Prime Minister 
Narendra Modi visited the so-called 
"Arunachal Pradesh" on February 9th. [ ... ] !! 
has been verified that there were eight 
Chinese citizens on board, including one from 
the Hong Kong SAR. 

NMT: It is hoped that all parties in Myanmar 
will proceed from the fundamental and long­
term interests of the country and the nation, 
resolve emerging problems by peaceful means 
under the constitutional and legal framework, 
and continue to advance the process of 
democratic transition in the country in an 
orderly manner. 

Figure 2 t-SNE visualization of distance distributions 

ChatGPT: Really afraid of chaos in the world! 
We can't help but ask these lawmakers, are 
you "legislators" or "lawbreakers"? [ ... ] You 
better mind your own business. Hong Kong 
doesn't need you to worry about it. 
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To see is to know but what if we just look? 
Serene Siow1, Rachel Dudley2 and Nick Huang1 1 National University of Singapore; 2 Central European University 

English see and Mandarin kan are verbs of visual perception that also can be used to 

describe beliefs (1-2). When used to describe beliefs, see (and other visual verbs like 

notice/observe) is factive, presupposing the truth of its complement – “Meg doesn't see that 

Sally likes apples” presupposes that Sally indeed likes apples (2). How might learners learn 

such an abstract semantic property? It has been suggested that belief uses of see may be 

learnt through a metaphor where seeing an event is equivalent to knowing an event 

happened [1-3]. It is not surprising, then, that see is factive like know. However, unlike 

English see, Mandarin kan is non-factive (e.g., [4]). One important difference between see 

and kan is that kan in the visual sense can be paraphrased as look (3). See is an 

achievement verb, while look is an exploration verb [5]. A person can look but not see, but 

cannot see without looking. A question then is whether learners associate all visual verbs 

with knowing (and therefore being factive), or if the link is specific to see-like verbs and not 

look-like verbs. Methods. We designed a Human Simulation Paradigm study to test whether 

metaphorical links between vision and knowing would interfere with the acquisition of non-

factive kan. We did this by testing English look, which is not used to describe beliefs in 

English. We artificially coerced look into a frame with a sentential complement (e.g., “Meg 

looks that Sally likes…”) which is typical for see and other belief verbs including Mandarin 

kan, to investigate whether look would be interpreted as factive in this frame. We tested a 

total of 80 adult participants on sentences containing negated forms of see, look, know, think, 

or a nonce word (yed/dap/pem/mip/yud). Participants completed a two-alternative forced 

choice task where they were asked to pick which of two items the mentioned character liked 

more. As target sentences had a “Meg doesn’t VERB that Sally likes A more than B” 

structure, a high number of A responses would indicate a factive interpretation (like know), 

and a high number of B responses would indicate a non-factive interpretation (like think).  

Results. We found significant differences between see and look trials (z=9.00, p<.001). See 

followed the expected pattern of responses under a factive interpretation, similar to know 

(Figure 1a). However, look patterned with neither know nor think. Post-hoc analyses 

revealed distinct subgroups in the data for look, some participants showing a factive-like 

interpretation and some participants showing a non-factive-like interpretation (Figure 1b). 

This pattern was shared by the nonce words, with correlation of r=.61 between look and 

nonce responses. Nevertheless, the results suggest that participants treat see and look 

differently. Learners may infer the factive interpretation of see via a seeing is knowing 

metaphor, but this metaphor seems unlikely to interfere with acquisition of Mandarin kan and 

other look-like verbs. 
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Example sentences for see and kan 

(1) Visual uses of see and kan
a. I see an apple.
b. Wo kan pingguo.

I     KAN apple “I see/look at (the/an) apple.” 

(2) Belief uses of see and kan
a. She sees that they like apples.

(factive; contradictory to follow up with “... but they don’t like apples”)
b. Ta   kan   tamen xihuan pingguo.

3sg KAN they    like      apple   Idiomatically: “S/he thinks they like apples.” 
(non-factive; not contradictory to follow up with “... but they don’t like apples”) 

(3) Ni    zai       kan  shenme?
you PROG KAN what
“What are you looking at?” (kan used as “look”)

Example trial 

“Meg doesn’t look that Sally likes apples more than oranges.” 
Which does Sally like more? 
apples  oranges 

(a)      (b) 

Figure 1. (a) Barplot showing mean percentage of A responses on trials where the verb was 
negated. High number of A answers indicates that the verb is interpreted as factive; low 
number of A answers indicates that it is non-factive. (b) Histogram showing distribution of A 
response percentages for look and NONCE negated trials. 
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The role of language comprehension ability on anxiety in autistic 
and typically-developing children 

Matthew Ganquan Shi1,2, Hanlin Wu1, Gary Yu-Hin Lam1, Xin Kang3, Patrick CM Wong1, Xiujuan 
Geng1; 1The Chinese University of Hong Kong, 2The University of Maryland, College Park, 

3Chongqing University, China 

Introduction Autistic children have a higher prevalence of anxiety than typically 

developing (TD) children[1]. Limited social communication (SC) skills among autistic children 

may lead to social rejection and subsequent anxiety[2], while language deficits can also 

contribute to heightened anxiety[3]. Given the prevalence of language delay or deficits in autistic 

children[4], we investigate the role of language comprehension (LC) skills in autism severity 

(AS) and anxiety levels (AL), potentially shedding light on the underlying neuronal mechanism. 

We hypothesize that (i) higher AS, particularly reflected in SC skill differences, predicts poorer 

LC skills, which subsequently predicts heightened anxiety level, and (ii) higher AS predicts 

higher AL. However, the results showed that there is not prediction from language to anxiety. 

That is, the correlation between language deficiency and anxiety may in fact be derived from 

their autistic traits. Path analysis is employed to test these hypotheses. 

Methods Ninety Cantonese-speaking children aged 7;8-12;10 (y;m) (Mean = 10.0, SD = 1.34), 

diagnosed as autistic (N=61, M:F=52:9) or not (N=29, M:F=22:7), were recruited from local 

mainstream schools. All participants had normal hearing and nonverbal IQs > 80 and were 

administered the Autism Diagnostic Observation Schedule, Second Edition, Module 3 (ADOS-

2)[5] and Textual Comprehension subscale of the Hong Kong Cantonese Oral Language 

Assessment Scale (HKCOLAS-TC)[6]. Their parents filled out the Anxiety Scale for Children 

with [Autism Spectrum Disorder] (ASC-ASD)[7] and the Spence Children's Anxiety Scale 

(SCAS)[8,9]. ADOS-2 total scores reflect AS, while the Social Affects (SA) subtotals suggest SC 

skills difficulties. HKCOLAS-TC assesses LC skills. ASC-ASD and SCAS each measures AL, 

while the former is designed for better detection of autistic children’s anxiety. Correlation 

analysis was conducted among (i) LC, AS, and AL (AL_A for the ASC-ASD, and AL_S for the 

SCAS), and (ii) LC, SC, and AL. Using R’s “lavaan” package, the path analysis tested our 

hypotheses with the following settings (abbreviations represent variables): 

(1) a. AL = α1 + β1*LC + β2*AS + e1 b. AL = α1 + β1*LC + β2*SC + e1

    AS = α2 + β3*LC + e2 AS = α2 + β3*LC + e2 

Results LC predicted AS, which subsequently predicted AL. However, LC did not directly affect 

AL, differing from the original hypothesis. Parallel results were obtained when using SA 

subtotals to represent SC skill deficits. See Results (supplementary) for the details of 

correlation and the path analysis. 

Discussion and conclusion The path modeling established a total mediation model among 

language comprehension skills, autistic features, and anxiety in school-age autistic and 
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typically-developing children.1 The indirect effect of language on anxiety differs from Rodas et 

al. (2017)[10], possibly due to different assessment criteria (grammar vs. integrative 

comprehension) and age range. Impaired comprehension may lead to avoidance in social 

interaction and ineffective communication, resulting in increased anxiety. The results call for 

specific treatment targeting language comprehension. Moreover, as the neuronal mechanism 

behind autistic traits remains elusive, our behavioral research provides a possible model 

connecting them with language and anxiety. 

Results (supplementary) 

a. Table 1. Pearson’s Correlation results (*p<0.05, **p<0.01, ***p<0.001. N = 53) 

 LC AS/SC AL-ASC-ASD 

LC 1   
AS/SC -0.52***/-0.43*** 1  
AL-ASC-ASD -0.31** 0.44***/0.37*** 1 

 LC AS/SC AL-SCAS 

LC 1   
AS/SC -0.52***/-0.43*** 1  
AL-SCAS -0.24* 0.39***/0.33** 1 

 

LC = Language comprehension; AS = Anxiety severity; SC = Social communication; AL = Anxiety 
level; ASC-ASD and SCAS are the two anxiety scales.  

b. Figure 1. Path analysis for LC, AS/SC, and AL. 

 

Fig. 1. Models predicting autism severity/social communication deficits and anxiety levels (ASC-ASD/SCAS). 
*p<0.05, **p<0.01, ***p<0.001. Dotted lines are non-significant. 
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Investigating prediction revision process in English-Chinese bilinguals: A visual-world 
eye-tracking study 
Danning Sun (danning_sun@u.nus.edu), Aine Ito   National University of Singapore 

Prediction happens in both native and non-native language comprehension [1,2], and a 

previous study has shown that predictions in a native language can be revised rapidly when 

the initial prediction is disconfirmed [3]. However, it is unclear whether bilinguals can similarly 

revise their prediction in their less-dominant language when encountering a prediction error. 

To this end, we tested predictions and prediction-revision based on classifier constraints in 

Chinese and investigated whether English-Chinese bilinguals can update their predictions 

using prediction-inconsistent cues. 

Forty-one English-Chinese bilinguals who speak Chinese as a less-dominant language 

listened to 36 sentences in Chinese while viewing four images (Fig.1). The scene contained a 

highly predictable object, a less predictable object, and two distractors. In the “less predictable 

noun, specific classifier” condition, the initial prediction (e.g. coffee) would be disconfirmed by 

the classifier (e.g. ‘kuai’) because it was only compatible with the less predictable object (e.g. 

cake). Thus, the specific classifier served as a prediction-inconsistent cue, which allowed 

participants to revise their predictions.  

A linear mixed-effects model testing the fixation bias towards highly predictable vs. less 

predictable object 1000ms before classifier onset showed that participants fixated more on the 

highly predictable object than the less predictable object (β=.11, SE=.03, t=4.53), suggesting 

they indeed predicted the highly predictable object based on the context (Fig.2). The cluster-

based permutation analysis testing the effect of classifier informativity (general vs. specific) 

1000ms before target word onset revealed that participants started looking more at the highly 

predictable object when the specific classifier was only compatible with it (Fig.3, Highly 

predictable N, Specific CL). Moreover, participants looked at the less predictable object when 

the classifier disconfirmed initial prediction (Fig.3, Less predictable N, Specific CL). These 

findings suggest that informative cues were used to confirm initial prediction as well as to revise 

prediction. Our study highlights bilinguals’ ability to revise and update their predictions based 

on prediction-inconsistent, informative cues in real-time sentence processing in a less 

dominant language. 
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Example of critical sentence and experiment design 
Highly predictable noun, specific classifier安妮在星巴克，买了一杯很美味的咖啡。 
Highly predictable noun, general classifier安妮在星巴克，买了一个很美味的咖啡。 
Less predictable noun, specific classifier 安妮在星巴克，买了一块很美味的蛋糕。 
Less predictable noun, general classifier 安妮在星巴克，买了一个很美味的蛋糕。 

Figure 1 | An example of the visual stimuli. Objects in the two 
boxes indicate predictable and plausible items in the given 
context, and the distractors are unpredictable and implausible. 
咖啡 (coffee) is the target in the highly predictable condition and 
蛋糕 (cake) is the target in less predictable condition.  
The general (i.e. uninformative) classifier was compatible with 
the two predictable nouns, whereas the specific (i.e. 
informative) classifier was only compatible with one of the two 
nouns. The target noun in the highly predictable condition was 

incompatible with the specific classifier in the less predictable condition.  

  
Figure 2 | Fixation proportion on each object with ±1 standard errors (shaded area around each line) before 

classifier onset.

 
Figure 3 | Fixation proportion on each object with ±1 standard errors (shaded area around each line) before 

target word onset. The gray shaded area indicates the analyzed time window. The blue line at the bottom 

indicates a cluster in which the target noun attracted significantly more fixations in Specific CL than in General CL 

condition.  
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[1] Ito, Corley and Pickering, 2018; [2] Chun and Kaan, 2019; [3] Chow and Chen, 2020 

Gloss translation 
安妮 An ni/ 在 is in/ 星巴克 Starbucks/ 买了 buying/ 一杯 a cup of / 很美味的 very tasty/ 咖啡
coffee. 
安妮 An ni/ 在 is in/ 星巴克 Starbucks/ 买了 buying/ 一个 a / 很美味的 very tasty/ 咖啡 coffee. 
安妮 An ni/ 在 is in/ 星巴克 Starbucks/ 买了 buying/ 一块 a piece of / 很美味的 very tasty/ 蛋
糕 cake. 
安妮 An ni/ 在 is in/ 星巴克 Starbucks/ 买了 buying/ 一个 a / 很美味的 very tasty/ 蛋糕 cake. 
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The markedness effect on the form-based predictions of sound and number 

information: a visual-world study 

Daiwen GONG (daiwen_gong@u.nus.edu), Aine ITO            National University of Singapore 

Prediction plays an important role in comprehension, but it remains unclear to what extent 

listeners use word forms to predict detailed linguistic information, such as the sound and 

number of upcoming words (e.g., consonant-/vowel-initial; singular/plural). Previous studies 

have shown mixed results regarding the predictive use of word forms [1,2,3], and these studies 

did not consider the markedness of word forms—a variable that may affect prediction as the 

marked form tends to be processed faster than the unmarked form [4]. Markedness indicates 

an essential representation of a property [5]. In phonology, markedness creates a mutually 

exclusive relationship between marked and unmarked forms. For example, an precedes a 

vowel-initial word, while a does not. In contrast, the different morphological forms of the be-

verb, is and are, are both marked for number. Is is marked for singular and are is marked for 

plural [2,6]. To investigate how the markedness of words influences prediction, we conducted 

a visual-world study on sound and number prediction based on marked or unmarked words in 

40 dominant English speakers. 

On each trial, participants viewed a scene and listened to a sentence with a noun that was 

highly predictable from a preceding word (see Figure 1 for examples). The scene contained 

two images: a target image depicting a noun that aligned with the preceding word and a 

competitor image showing an incompatible noun. On sound prediction trials, the unmarked (a) 

and marked (an) forms of the indefinite article cued predictions of consonant-/vowel-initial 

nouns. On number prediction trials, the be-verb (is/are) in there-be constructions cued 

predictions of a singular/plural noun. We calculated fixation proportion log-ratio between target 

and competitor images for each 20 ms bin from -800ms to 200ms relative to the target word 

onset. Additionally, we used the cluster-based permutation analysis to test whether there were 

more predictive eye movements in the marked vs. unmarked condition.  

Participants predictively looked at the target over the competitor on sound prediction trials, 

regardless of the cue markedness. Besides, the bias towards the target was significantly larger 

in the marked condition (an) compared to the unmarked condition (a), suggesting that the 

marked form cues prediction to a greater extent than the unmarked form. However, on number 

prediction trials, predictions occurred only in the are condition although both is and are are 

marked. The lack of predictions in the is condition may be because a plural noun may follow 

there is (e.g., there is a set of plates, there is two guys [7]), so there is may be less informative 

than there are. Based on the findings from the sound and number prediction trials, we argue 

that the markedness of word forms influences form-based predictions, with the marked and 

informative cues generating stronger predictions. 
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Examples of trials  

Figure 1 | Examples of trials in Number-are condition, Number-is condition, Sound-a condition, 
and Sound-an condition. 
 
Results  

 
Figure 2 | Proportion of fixation to target and competitor images over time for each condition. 
The gray shaded area indicates the analyzed time window. Time 0 indicates the onset of the 
target word. The yellow lines at the bottom indicate clusters in which the target image attracted 
significantly more fixations in the an/are conditions than in the a/is conditions. 
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[1] Gambi et al., 2018; [2] Lukyanenko & Fisher, 2016; [3] Riordan et al., 2015; [4] Eberhard, 
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Capturing a Big Picture of a Simultaneous Japanese-English Bilingual: A 
Preliminary Study collecting both Behavioural and Neurolinguistic Data 

TAURA, Hideyuki (Ritsumeikan University, Kyoto, JAPAN) 
Abstract  

Language proficiency assessment has conventionally targeted a language learner’s 
performance based on such aspects as complexity, accuracy, fluency, and vocabulary. 
Meanwhile, the last 3 decades have witnessed a rapid advancement in technology, which 
enables linguists to obtain neuro-linguistic data using fMRI, ERP, and eye-tracking data 
alongside linguistic data. To date, however, there has been scant research reporting on 
both aspects of a language learners’ performance, that is, the inclusion of both linguistic 
and neuro-linguistic data. The present study attempts to fill the gap by collecting linguistic 
and neuro-linguistic data to capture a big picture of bilingual performance.  

An early Japanese-English bilingual female participated in this study. For linguistic 
analysis, spontaneous narrative and written data were collected, using ‘Frog, where are 
you?’ (Mayer, 1969) and the Test of Written Languages III (Hammill and Larsen, 1996), 
respectively. For the neuro-linguistic analysis, fNIRS (spatial resolution) and ERP 
(temporal resolution) data were collected while the participant engaged in three 
production tasks - i) a verbal fluency task, ii) a code-switching task, and iii) an oral and 
written consecutive interpretation. The preliminary analysis revealed that (1) her writing 
skills are on a par with her monolingual counterparts, (2) the IFG (Broca’s area) seems 
to be efficiently functioning irrespective of the language used in the tasks – either 
Japanese (Figure 1) or English (Figure 2), and finally (3) the ERP data (Figure 3) indicate 
that Japanese-to-English and English-to-Japanese code-switching triggered significantly 
more N400 negativity. This was also observed while the participant repeated English 
words in English. However, the task of repeating Japanese words in Japanese induced 
a significantly higher P600 positivity. An overall conclusion will be presented at the 
conference based on thorough analyses of all the remaining data. 

Figure 1: Japanese VFT   Figure 2: English VFT Figure 3: Code-switching 
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Rapid prediction updating driven by Mandarin classifiers in Maze Reading 

Runyi Yao, Yang Fan, Matthew Husband (University of Oxford) 

While comprehenders continuously make predictions during sentence processing, these 

predictions may sometimes be incorrect. An open question is whether such prediction failures are 

ever costly. A previous EEG study found Italian speakers failed to use local adjectives to update 

their predictions after encountering prediction-inconsistent gender markers, suggesting that the 

costs generated by prediction failures limit the overall usefulness of prediction [1]. However, in a 
visual world eye-tracking study, Mandarin listeners were found to use the information conveyed 

by the specific classifier (CL) to revise predictions immediately [2]. Similarly, a recent EEG study 

found that Mandarin readers used informative adjectives to rapidly update their predictions after 

encountering a prediction-inconsistent CL, even without the aid of visual options [3]. Given the 

mixed evidence and the different designs across studies (Table 1), the current study aimed to 

obtain more comparable data by importing the design used in [1] into Mandarin and manipulating 

CL-context consistency and adjectives to investigate the local effects of prediction failures.

Method. 40 native Chinese speakers participated in a word-by-word Maze reading task involving

32 experimental items and 64 fillers, where distractors were automatically generated using [4].
Following the design of [1], we manipulated global Context {congruent, incongruent} to change

whether the CL is consistent with the initial context-based prediction, and manipulated the local

Adjective {predictive, neutral} by changing the informativeness of local semantic cues.

Prediction. If prediction failures do not block the use of local semantic cues [2-3], we expect

predictive adjectives to speed the processing of target nouns in incongruent conditions. Otherwise

[1], no effect of adjective is expected on the target noun in the incongruent condition. Given the

results from [1-3], predictive adjectives in congruent conditions should facilitate target nouns.

Results. RT analyses using linear mixed effects models showed a main effect of Context (p < .01)

on CLs. On target nouns, we found main effects of Context (p < .001), Adjective (p<.05), and their

interaction (p <.05). Pairwise comparisons revealed that target nouns were facilitated by predictive
adjectives only in incongruent conditions (p < .01), but not in congruent conditions (p = .97).

Discussion. Our results suggest that Mandarin readers can use subsequent semantic information

to update predictions after prediction failures signaled by prediction-inconsistent CLs, supporting

the conclusions in [2-3]. The difference between our results and [1] might indicate that

comprehenders are better at dealing with semantically-based error signals (e.g., CLs) rather than

morphosyntactically-based error signals (e.g., gender markers). Interestingly, predictive adjectives

did not further facilitate target nouns in congruent conditions, suggesting that Maze reading may

have a lower bound on RTs. Future studies will examine these possibilities.
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Update Language Task Error signal Local cues 
Husband & 
Bovolenta (2020) Italian EEG while 

reading Gender marker ADJ 

Chow & D. Chen 
(2020) Chinese Visual world 

while listening CL CL 

K. Chen et al.
(2024) Chinese EEG while 

reading 
Specific CL or 
ADJ  ADJ 

The current study ? Chinese Maze Specific CL ADJ 

Table 1: A summary of three previous studies. 

Context Adjective Sentences Distractors 
Congruent Predictive 

 
X-x-x

Congruent Neutral 
 

X-x-x
 

Incongruent Predictive 
 

X-x-x

Incongruent Neutral 
 

X-x-x
 

Table 2: Example sentences and distractors generated by A-maze, with vertical bars representing 
word cuttings. CLs and target nouns are bolded, as are their paired distractor words. See the next 
page for English translations and additional information about Mandarin classifiers.  

CL 
Est SE t p 

Adjective 0.98 23.4 0.04 .97 
Context -112.1 34.6 -3.24 .003**
Interaction -25.5 46.9 -0.54 .59

Target noun 
Est SE t p 

Adjective -44.8 19.7 -2.28 .029*
Context -100.3 22.5 -4.46 <.001***
Interaction 87.5 35.3 2.48 .016* 
Contrast: Congruent - Incongruent 
Congruent 1.02 23.1 0.04 .96 
Incongruent 88.5 30.0 2.95 .007** 

Table 3: Output of LMEM and post-hoc pairwise 
of RTs on CLs and target nouns. 

Reference 
[1] Husband, E. M., & Bovolenta, G. (2020). Prediction failure blocks the use of local semantic
context. Language, Cognition and Neuroscience, 35(3), 273-291. [2] Chow, W. Y., & Chen, D. (2020).
Predicting (in) correctly: listeners rapidly use unexpected information to revise their predictions.
Language, cognition and neuroscience, 35(9), 1149-1161. [3] Chen, K., Xia, F., Wang, S., Chow, W.
Y. (2024). Incremental prediction updating through consecutive cues: Evidence from ERPs HSP
2024. [4] Levinson, L., Tang, Y., Chiang, L. Y.-C., Zhou, W.-J., & Chung, S. (2023). Multilingual A-
maze: Generating Maze Experiments in Mandarin and Beyond. HSP 2023.

Figure 1: Estimated RTs in four conditions.  
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English translations for example sentences 
Context Adjective Sentences 
Congruent Predictive Xiaoming walked into a beverage shop and bought one CL_bei 

freshly-squeezed juice to quench his thirst. 

Congruent Neutral Xiaoming walked into a beverage shop and bought one CL_bei 
discounted juice to quench his thirst. 

Incongruent Predictive Xiaoming walked into a bakery shop and bought one CL_bei 
freshly-squeezed juice to quench his thirst. 

Incongruent Neutral Xiaoming walked into a bakery shop and bought one CL_bei 
discounted juice to quench his thirst. 

CLs and target nouns are bolded 

Additional information about classifiers in Mandarin 
Mandarin Chinese is a classifier language where a noun must be accompanied by a classifier 

when it is quantified or modified by a numeral. Classifiers typically indicate the category of the 

noun and are chosen based on characteristics such as shape, size, or type. For example, bei ( ) 

is the classifier used for liquids in a cup (e.g., one CL_bei juice in the above sentences), and kuai 

( ) is the classifier for cubic item (e.g., bread and cake). Thus, classifiers can serve as an error 

signal in predictive processing. For example, in incongruent conditions, the global context should 

raise an expectation for bread or cake, which should be modified by kuai rather than bei. 
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Evaluating the Influence of Background Music on L2 Learners’ Syntactic 

Comprehension —A view of shared structural integration resource hypothesis 

  Qianxi Lv & Yiwei Zhang  Shanghai Jiao Tong University  lvqianxi@sjtu.edu.cn 

Background music (BGM), accompanying the dialogue or action of the radio or drama, is 

commonly used by learners when study[1,2]. Whereas the linguistic and musical knowledge 

systems may be independent, the online structural integration system of which may be shared 

(SSIRH)[3], esp. managing their hierarchical structures where discrete units combine to form 

larger entities. This leads to two key predictions: First, concurrent music and language 

processing may compete for cognitive resources, challenging syntactic comprehension 

alongside music(Hypothesis1). Secondly, the domain-general resource networks may facilitate 

online syntactic integration of elements retrieved from representational networks, so that the 

concurrent processing of music can enhance the integration of syntax (Hypothesis 2,Figure 1). 

The present study investigated the effect of BGM listening on simultaneous online syntactic 

processing of L2 learners with a moving-window self-paced reading task (Figure 2). A 3 

(background sound: natural quietness; white noise; BGM) ×2 (syntactic complexity: high vs. 

low) ×2 (music listening habits while learning) mixed-subject design was adopted. 30 sets of 

object-extracted (high complexity) and subject-extracted (low complexity) RC were used 

according to the dependency locality hypothesis[4]. 33 Chinese native speakers learning 

English were divided into two groups according to music listening behavior: Group-MW (N=15) 

listens to music while working; Group-MLL (N=18) listens to music during language learning.  

It was found that both groups comprehended better for lower complexity sentences than higher 

ones in silence, but both performed better for higher than lower complexity ones with BGM. 

Notably, Group-MLL achieved higher accuracy for complex sentences with BGM(M=86.84%, 

SD=33.91%) than without (M=85.16%, SD=35.66%), and it was the opposite for Group-MW. 

In conclusion, BGM listening can facilitate integrating in reading complex syntax, and thus 

testified the SSIRH. This enhancement could point to the domain-general resources in 

syntactic processing. It also revealed the advantage of those who were more accustomed to 

the musical setting. Despite the increased cognitive load, L2 learners who have the habit of 

listening to music while learning English are more accustomed to the setting with sounds and 

thus suffer less from physiological overarousal [5,6]. 
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Fig. 1. Hypothesized model of simultaneous     Fig. 2. Example of self-paced reading task

processing of language and music of L2 learners

Fig. 3. Predicted comprehension accuracy performance

1: Group-MW; 2: Group-MLL

Selected references: 

[1] Hu, X., Jing, C., & Wang, Y. (2021). University students’ use of music for learning and well-being: A qualitative

study and design implications. Information Processing and Management, 58(1), 102409.

[2] Calderwood, C., Ackerman, P. L., & Conklin, E. M. (2014). What else do college students “do” while studying?

An investigation of multitasking. Computers & Education, 75, 19–29.

[3] Patel, A. D. (2003). Language, music, syntax and the brain. Nature Neuroscience, 6(7), 674–681.

[4] Gibson, E. (1998). Linguistic complexity: locality of syntactic dependencies. Cognition, 68(1), 1–76.

[5] Etaugh, C., & Ptasnik, P. (1982). Effects of studying to music and Post-Study relaxation on reading

comprehension. Perceptual and Motor Skills, 55(1), 141–142.

[6] Crawford, H. J., & Strapp, C. M. (1994). Effects of vocal and instrumental music on visuospatial and verbal

performance as moderated by studying preference and personality. Personality and Individual Differences, 16(2),

237–245.

Table 1. Examples of Language Materials
Syntactic 
Complexity

Sentence Type Material

Low subject-extracted 
relative clause

Ex 1. The/ president/ ignored/ the/ reporter/ who/ the/ senator/ attacked/ on/ 
Tuesday.                                      Critical region

High object-extracted 
relative clause

Ex 2. The/ president/ ignored/ the/ reporter/ who/ attacked/ the/ senator/ on/ 
Tuesday.                                      Critical region

Comprehension Question Did the reporter attack the senator on Tuesday?

1.8 -

Structure Similarity 
of musical syntax and linguistic 

syntax 

Shared Cognitive Resources 

SSIRH by Patel (2003) 
SEH by Koelsch (20 13 ) 

Simultaneously process music and language 

High Low High Low 

Backgro11ndS011ndType 
-- Music 

-- Silent 

-- White Noise 

Table 3. Mean RT of the cntical Region [Mean (Stancaro Deviations)] 

Group-MW Group-Mll_ 

High complexity Low complexity High complexity Low complexity 

3560.79 3429.78 3101 .60 2939.43 
Silent 

(1454.89) (1610.74) (1451.42) (1361 .67) 

3497.83 3675.39 2~4.69 290925 
While Noise 

(1795.15) (1562.10) (1529.55) (1971 .96) 

3561 .92 3376.52 2931 .99 2787.37 
Backgrounc Music 

(1630.19) (1356.72) (1528.88) (1414.10) 
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Processing Speed and Neural Activity Change during Second Language 
Comprehension Effected by Vocabulary Knowledge 
Takara Kenza Allal-Sumoto (Kobe Design University, Kyoto University) and Hiroaki Mizuhara 

(Nara Women’s University, Kyoto University) 

sumoto-k@kobe-du.ac.jp 

Enhancing efficient listening comprehension, particularly quick processing, is crucial for 

foreign language learners. Rapid understanding is needed to match the flow of spoken 

information. Vocabulary understanding is essential, but may not always suffice for real-time 

comprehension. Learners often prioritize learning word meanings over effective use in 

communication, though productive vocabulary knowledge (using words in speech and 

writing) may positively influence comprehension. This study aims to investigate how 

productive vocabulary knowledge affects sentence listening comprehension. 

We examine (1) comprehension processing speed and (2) neural activity changes using 

electroencephalography (EEG), focusing on vocabulary production knowledge or the lack 

thereof. We adopted formulaic sequences as task targets, selecting three- to four-word 

phrases placed at sentence ends. The experiments were divided into two parts: 1) a 

screening task, which included both a production and comprehension task to assess each 

participant’s knowledge of the phrases, and 2) the main task, which consisted of a 

comprehension task for behavioral data collection and both production and comprehension 

tasks for EEG data. In the main task, participants listened to sentences containing the target 

phrases. During the comprehension task, participants pressed a key as soon as they 

understood the sentence's meaning. In the production task, the final word of the sentence—

also the last word of the phrase—was omitted, and participants pressed a key upon recalling 

the missing word, then vocalized their response. For EEG analysis, we performed TFR of 

EEG power. Additionally, a decoding model was used to predict vocabulary knowledge levels 

from neural activity using multivariate pattern analysis (MVPA). 

Behavioral results showed that sentences with producible phrases were comprehended 

significantly faster than those with only comprehensible or non-comprehensive vocabulary 

(Table 1). As for EEG experiments, although the TFR analysis for the comprehension task did 

not reveal significant differences between sentences with and without producible phrases 

(Fig. 1), the decoding results showed that EEG activity could distinguish between sentences 

with and without productive knowledge (Fig. 2). This indicates that the positive impact of 

productive vocabulary knowledge on sentence comprehension, driven by distinct neural 

processing, was evident. 
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Table 1. Association between knowledge and comprehension processing time based 
on Generalized Linear Mixed Model Multiple - Comparison with Tukey test 

Estimate Std. Error z value Pr(>|z|) 
Comprehensible – non 
comprehensive 

0 0.004293 0.004652 0.923 0.624756 

Producible – non comprehensive 0 0.019006 0.005256 3.616 0.000824*** 
Producible - comprehensible 0 0.014713 0.004690 3.137 0.004783** 

Fig. 1. Comparison of producible vs non-producible trials: t-test 
Comprehension task           Production task 

Fig. 2. Decoding model: MVPA 
Comprehension task Production task 
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Predicting locative construction in Mandarin Chinese 
Li Yuting National University of Singapore (liyuting@nus.edu.sg) 

____________________________________________________________________________  

Introduction The question of whether human grammatical knowledge is better explained by 

categorical or probabilistic grammar has long engaged linguists, psychologists, and cognitive 

scientists (Bresnan 2007, Bresnan et al. 2007, Lau et al. 2017, Sprouse et al. 2018). This study 

provides new experimental evidence for the idea that human grammatical knowledge is 

probabilistic in nature. Using corpus-based probabilistic models of locative inversion in Mandarin 

Chinese, I conducted two acceptability judgment experiments to explore: (1) Do speakers’ 

acceptability judgments mirror probabilities derived from corpus frequencies? (2) Are the weights 

of importance of factors in the experiment consistent with those in the probabilistic model?  
Experiment 1 examined whether corpus probabilities of locative inversion can predict sentence 

acceptability ratings. Based on a quantitative analysis of roughly 900 instances, including 562 

locative inversion constructions (LI) and 337 uninverted constructions (non-LI), which were 

annotated for various factors such as discourse function and semantic components, I used logistic 

regression model to compute the probability of each form occurring as locative inversion in the 

corpus. 26 native speakers of Mandarin Chinese participated in this experiment. They were 

provided with 20 small texts (along with 10 fillers) sampled from the corpus data and embedded 

with both LI and non-LI (see Appendix). Participants were asked to (i) choose the more natural 

construction and (ii) rate each on a naturalness scale from 0 to 100. The results showed a positive 
correlation between the computed corpus probabilities and the acceptability ratings, suggesting 

that participants are sensitive to the likelihood of certain linguistic patterns. 

Experiment 2 investigated the relative importance for individual factors used in the corpus. I 

designed a 2x2x2 experiment analysing the effect of newness of theme (new, given), definiteness 

of theme (indefinite, definite), and heaviness (long, short). I selected 8 texts from the corpus 

dataset—4 with locative inversion and 4 with uninverted constructions—and adapted them 

accordingly. 96 native Mandarin speakers were then presented with 20 items (including 12 fillers) 

and asked to complete the rating task. Statistical analysis showed that newness had a more 

pronounced effect compared to definiteness and heaviness, which were similarly weighted. These 

findings are consistent with the corpus model predictions (newness > definiteness > heaviness). 
Conclusion This research shows that corpus probabilities of LI predict acceptability ratings and 

align with the corpus model, where newness is more significant than definiteness and heaviness. 

These findings are encouraging as a response to what linguistic generalisations can be learned 

from a model, an issue addressed in Francis (2021) and many others. 
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Appendix 

One experimental item in Experiment 1 
(1) , , _____  

‘Since then, Xiaohe Village has ended the history of having no schools, on the hillside, _____.’

a. Original sentence from the corpus data

.  (LI)

[LocP Yi-yan   jiu  yaodong-li]           chuan-chu-le      [NP langlangde  dushu   sheng].

one-CLF old cave.dwelling-in  spread-exit-PFV      loud              reading sound

‘From an old cave dwelling came a sound of reading aloud.’

b. Constructed sentence as the alternative variant

( ) .  (non-LI)

[NP Langlangde dushu    sheng]  [LocP cong yi-yan  jiu  yaodong-li]          chuan-chu(-lai)         le.

loud               reading sound       from one-CLF old cave.dwelling-in  spread-exit-hither PST

‘The sound of reading aloud came from an old cave dwelling.’

References 
Bresnan, J. (2007). Is syntactic knowledge probabilistic? Experiments with the English dative 
alternation. Roots: Linguistics in search of its evidential base, 96, 77-96. 

Bresnan, J., Cueni, A., Nikitina, T., & Baayen, R. H. (2007). Predicting the dative alternation. 

In Cognitive foundations of interpretation (pp. 69-94). KNAW. 

Francis, E. (2022). Gradient acceptability and linguistic theory (Vol. 11). Oxford University Press. 

Lau, J. H., Clark, A., & Lappin, S. (2017). Grammaticality, acceptability, and probability: A 

probabilistic view of linguistic knowledge. Cognitive science, 41(5), 1202-1241. 

Sprouse, J., Yankama, B., Indurkhya, S., Fong, S., & Berwick, R. C. (2018). Colorless green 

ideas do sleep furiously: gradient acceptability and the nature of the grammar. The Linguistic 

Review, 35(3), 575-599. 
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Focus restrictions in specificational clauses are language-specific: 
Experimental evidence from Russian 
Anastasia Gerasimova, Lomonosov Moscow State University, 

anastasiagerasimova432@gmail.com 

The talk addresses the information structure of specificational copular clauses in 

comparison with predicational ones with regard to the experimental evidence from Russian. 

The distinction between predicational and specificational readings is based on the order of a 

non-referential and a referential DP, with DP1 being referential in predicational clauses and 

DP2 — in specificational clauses [1, 2]. Investigators suggest that specificational sentences 

have a fixed information structure with the referential DP2 in focus [1, 3]. The restrictions on 
focus position are treated as universal, although the unavailability of focus on a non-referential 

DP1 has been experimentally examined only for English [4]. 

This talk suggests and further tests an alternative explanation for the observed 

asymmetry. Specificational clauses are usually modelled as an inverted small clause with a 

left-dislocated non-referential DP1 [1, 5, 6]. The unavailability of focus on this DP1 can follow 

from the obligatoriness of thematization when fronting. Therefore, languages with different 

communicative structure might lack such restrictions on specificational clauses. I present 

experimental data on specificational and predicational copular clauses in Russian, which has 

another set of constraints on fronting in comparison with Germanic languages, in which 
specificational clauses have been studied previously. 

I conducted two auditory acceptability judgment experiments, which included three 

variables in their design: the type of copular clause, the focus position and the agreement 

pattern (2*2*2 design, Latin square, fillers 1:1; lab.js on JATOS3). The two experiments both 

included a context that licensed the focus marking and differed in the pause position either 

before or after the copula. 100 Russian native speakers participated in the study and provided 

their judgments on a Likert scale from 1 to 7 (after excluding outliers; 43 F, 57 M; age: mean 

43, SD 12, min 18, max 72). The hypothesis that the focus acceptability in specificational 

clauses depends on language-specific information structure constraints is borne out. Unlike 

Germanic languages Russian allows the rhematic accent (which I treat as focus) on the non-
referential DP1 if it is licensed by the previous context. Nevertheless, the rhematic accent on 

a referential DP2 turns out to be the most acceptable experimental condition. 

I conclude that the restrictions on focus placement in copular clauses are indeed 

language-specific. I explain the distinctive theme-rheme structure of specificational clauses by 

a particular contribution of attributive status of a non-referential DP1 to the meaning. The 

corresponding feature in the DP structure is considered to be the motivation for the small 

clause inversion. Importantly, the referential features are found throughout other formal models 
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of Russian and other languages which favorably distinguishes the suggested analysis from 
previous models of copular clauses.

Figure 1. Z-transformed acceptability scores for experimental conditions and fillers.

Table 1. The results of the statistical analysis
The optimal LMM after the iterative reduction of model complexity (identical for both experiments)

z-score ~ BC TYPE + ACCENT SCHEME + AGREEMENT + BC TYPE : ACCENT SCHEME + ACCENT SCHEME : AGREEMENT + 

(1 + BC TYPE + ACCENT SCHEME + AGREEMENT + BC TYPE : ACCENT SCHEME + BC TYPE : AGREEMENT | id) + (1 | stimul)  

The significance of fixed effects computed using lmerTest

Pause 

after 

copula

BC TYPE (β = -0.32, SE = 0.07, t = -4.55, p-value << 0.0001)

ACCENT SCHEME (β = -0.21, SE = 0.08, t = -2.64, p-value = 0.009)

BC TYPE : ACCENT SCHEME (β = 0.75, SE = 0.1, t = 7.53, p-value << 0.0001)

Pause 

before 

copula

AGREEMENT (β = -0.53, SE = 0.07, t = -7.74, p-value << 0.0001)

AGREEMENT : ACCENT SCHEME (β = -0.18, SE = 0.09, t = -2.07, p-value = 0.04) 

BC TYPE : ACCENT SCHEME (β = 0.43, SE = 0.1, t = 4.47, p-value << 0.0001)

Appendix. Additional information on Russian copular clauses

In the experiments we observe low or marginal acceptability of copular clauses with two 

nominative DPs (1a). This result is expected as Russian has an alternative way of conveying 

the same meaning with a non-referential DP1 marked instrumental (1b), which is a more 

frequent strategy than binominative clause [7].

(1) a. [Pričina avarii]F.SG byla F.SG /byli PL [neispravnye tormoza]PL.

reason.NOM of failure was.F.SG /were.PL broken.NOM brakes.NOM

‘The reason of failure were the broken brakes.’

* * * *
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* *
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DP2 ngH'<'tnrnt DPl ng:rC'C'mrnt 

f<.X·us 011 DP2 
DP2 ag:rc<'mC'nl 

Copular lau e typ ·-· filler - spccificational - - prcclicational 
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b. [Pričinoj  avarii]F.SG byli PL  [neispravnye  tormoza]PL. 
reason.INST of failure were.PL broken.NOM  brakes.NOM 

‘The reason of failure were the broken brakes.’ 

References: [1] den Dikken, M. (2006) Specificational copular sentences and pseudoclefts. 

The Blackwell Companion to Syntax. 2006. [2] Mikkelsen, L. (2011) Copular clauses. In 

K. von Heusinger, C. Maienborn, P. Portner (Eds.), Semantics: An international handbook of

natural language meaning, Vol. 2 (pp. 1805–1829). Berlin: De Gruyter. [3] Heycock, C.,
Kroch, A. (2002). Topic, focus, and syntactic representation. In L. Mikkelsen, C. Potts (Eds.),

Proceedings of WCCFL 21 (pp. 141–165). Somerville, MA: Cascadilla Press.

[4] Hartmann, J. M. (2019). Focus and prosody in nominal copular clauses. In S. Featherston,
R. Hörnig, S. von Wietersheim, S. Winkler (Eds.), Information structure and semantic

processing (pp. 71–104). De Gruyter, 2019. P. 71–104. [5] Hartmann, J. M.,
Heycock, C. (2020) (Morpho) syntactic variation in agreement: specificational copular clauses

across Germanic. Frontiers in Psychology, 10, 2994. [6] Béjar, S.,
Kahnemuyipour, A. (2017). Non-canonical agreement in copular sentences. Journal of

Linguistics, 53(3), 463–499. [7] Pereltsvaig, A. (2007). Copular sentences in Russian:

A theory of intra-clausal relations. Dordrecht: Springer Science & Business Media.
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Example I 
Example 2 .!J!._t fLg, - jf[ !i/Jilf i¥J I MI 

ziio-shilng jiU-diiin y i-wei qin-fen-de ywin-gong Matching Mismatching Neutral 

[ Adverbial phrase) DET ADJ SUBJ 

morning nine o'clock a diligent employee 

jE itt t}0~ r&Fc I :ff/Ill I Ifi,. ##### 

zOu Jin ban-gong-shi rcin-hdu kiii-shr gong-zuO • 
Displacement V Directional V OBJ Conjunction (Verb phrase) 

into out of 
walk into office then start work 

'At 9 am, a diligent employee walked into the office and started working.' 

Figure 1. SPRT: RTs at Timepoint 1 (Diagram - Directional Verb - LM Sequence) 

700 · 

400 · 

600 · 

300 · 

RS (Olspta'cemen1 V) R6 (O~am) R7{0irecilona1V) 
Region 

Co ng ruency -+- matching ...... mismatching 

R8(LMJ ,i, 

Mwal 

Figure 2. SPRT: RTs at Timepoint 2 (Directional Verb - Diagram - LM Sequence) 

R5 (Displ~cement V) R6 (Oireciional V) R7(Di~ram) 

Region 

Congruency -+- matching ....... mismatching 

R8/LM) "' 
neutral 

Figure 3. SPRT: RTs at Timepoint 3 (Directional Verb - LM - Diagram Sequence) 
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Online measures of factivity in Chinese: An eye-tracking experiment 
Darcy Sperlich, Hong Liu, Stephen Jeaco, Xi’an Jiaotong – Liverpool University, 

darcy.sperlich@xjtlu.edu.cn  

Factivity concerns verbs like ‘know’ (factive) that presuppose the truth of their complement, 

and ‘believe’ (non-factive), that do not. For instance, in ‘John knows that Susan is late’, it is 

presupposed that ‘Susan is late’, unlike with ‘believe’. Previous studies suggest that 

syntactically, factive and non-factive verbs select for different structures, with Kiprasky and 

Kiprasky (1970) suggesting that factive verbs select for a simpler structure, whilst de Cuba 

(2007) hypothesized the opposite. However, psycholinguistic evidence for such selectional 

properties remains scant. Moreover, there are verbs such as Chinese jìdé ‘remember’ 

which peculiarly alternate between factive and non-factive readings. The variable status of 

the verb jìdé prompts further investigation into processing dynamics of factivity. 

This study investigates the processing of factivity, specifically focusing on the cognitive 

effort required for different syntactic structures, and the implications for understanding how 

presuppositions are processed in language cognition. We conducted an eye-tracking 

experiment with 241 participants in a between-participant design to explore how jìdé, the 

factive verb zhīdào ('know'), and the non-factive xiāngxìn ('believe'), are processed within 

contexts containing contradictions, as in (1). Contradictions challenge the presupposition 

introduced by factive verbs, but not for non-factive verbs, which have no presupposition. 

We expect to observe different reading patterns when the embedding verb is zhīdào 

compared to xiāngxìn. We hypothesized in the beginning, jìdé will be processed in the spirit 

of cognitive economy, selecting for the simpler structure, similar to zhīdào if factive readings 

are easier, or akin to xiāngxìn if non-factive readings prevail. However, as jìdé is lexically 

ambiguous and may activate both readings, we expect it to show unique behaviors later in 

sentences containing contradictions. Readers might resolve contradictions more swiftly with 

jìdé than with zhīdào due to the accessible non-factive reading, or experience processing 

delays compared to xiāngxìn, influenced by the concurrent activation of the factive reading. 

Overall, the data suggests that as compared to the factive zhīdào, the non-factive xiāngxìn 

incurred longer regression paths, reflecting increased cognitive effort in processing the non-

factive verb. Additionally, jìdé selects for a more complex structure (non-factive) in the first 

sentence construction. As the sentence progresses, more differences are found between 

jìdé and zhīdào, supporting a continued non-factive interpretation. Moreover, a non-factive 

reading profile still prevails in second-pass reading times for jìdé, indicating that an 

alternative factive interpretation was not maintained. These findings are discussed in 

relation to the semantics and pragmatics of ‘remember’, while investigating speaker 

commitment to propositions. 
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(1) [ / / ]

Lǎokǒng [zhīdào/xiāngxìn/jìdé] Xiǎoyú jiānjiàole, duìmiàn de  Xiǎoyú.

Laokong know/believe/remember Xiaoyu scream.ASP opposite POS

Xiaoyu Qíshí Xiǎoyú méi jiānjiào.

Actually  Xiaoyu NEG scream

‘Laokong knows/believes/remembers that Xiaoyu screamed, Xiaoyu who lives

opposite. Actually, Xiaoyu didn’t scream.’
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The Impact of Auditory and Visual Exposure on the Imageability of Chinese Verbs 

Huanyu Zhu¹, Yuzhe Tang¹, Johannes Gerwien² 

¹Institute for General and Typological Linguistics, University of Munich, Munich, Germany 

²Institute for German as a Foreign Language Philology, Heidelberg University, Heidelberg, Germany 

zhu.huanyu@outlook.com 

This study investigates how auditory and visual modalities affect the imageability and 

processing speed of Chinese verbs. Imageability—the ease with which a word evokes a mental 

image—is crucial in language comprehension and memory (Paivio, 1991). While modality 

effects have been studied in alphabetic languages, less is known about logographic languages 

like Chinese, where characters provide direct visual semantic meaning cues (Liu et al., 2007). 

We hypothesized that visual presentation of Chinese verbs would lead to higher imageability 

ratings and faster reaction times than auditory presentation. 

An internet-based experiment with 100 native Chinese speakers aged 18–23 was conducted. 

Sixty Chinese verbs of varying imageability levels were selected from an established database 

(Su et al., 2023). In a within-subjects design, participants rated the imageability of each verb 

presented in both auditory and visual modalities, with reaction times recorded. 

Bayesian linear regression analyses showed a trend of higher imageability ratings for visually 

presented verbs, but the difference was not statistically significant (Estimate = 0.92, 95% CI [-

0.77, 2.59]). Reaction times were significantly shorter for visual presentation (Estimate = -25.07, 

95% CI [-44.14, -6.21]), indicating faster mental image formation. We attribute the faster 

processing to the simultaneous activation of phonological and semantic codes in the visual 

modality, unlike the sequential processing in the auditory modality (Perfetti et al., 2005; Zhou 

& Marslen-Wilson, 2000). 

These findings suggest that while the intensity of imageability is similar across modalities, the 

visual modality enhances the speed of mental image formation for Chinese verbs. This has 

implications for theories of dual coding and sensory processing, indicating that visual stimuli 

may facilitate quicker semantic access in logographic languages.  
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Fig.1 Experiment Design 
Item ID 1-25 contain low, medium, high imageability words  
Item ID 26-50 contain low, medium, high imageability words 
Every experimental session contains 2 blocks 

Fig.2 Raincloud Plot for Ratings Fig.3 Raincloud Plot for RTs.     

Fig.4 Bayesian linear regression-Ratings 

Estimate: 0.92 

Standard Error (Est.Error): 0.86 

95% Confidence Interval (CI): [-0.77, 2.59] 

Fig.5 Bayesian linear regression-RTs 

Estimate: -25.07 

Standard Error (Est.Error): 9.74 

95% Confidence Interval (CI): [-44.14, -6.21] 
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Contextual coherence and expectancy influence semantic integration: Evidence from ERP 

and neural oscillation 

Mengyue Peng, Xiaoming Jiang, Xiaolin Zhou; Institute of Linguistics, Shanghai International 

Studies University; pengmengyue1016@163.com 

Sentence processing involves a dynamic and incremental construction of contextual 

representation, and different contextual cues may affect subsequent semantic integration. 

Using electrophysiological measures, we examined how contextual expectancy and 

coherence influence semantic integration interactively during sentence reading. We used 

Chinese sentences with the structure of “subject + verb + AP (adjective phrase, including an 

adjective and a structural auxiliary de) + noun”, in which the object noun could be semantically 

constrained by both the local AP and the distant verb. The strength of contextual expectancy 

towards the noun was manipulated according to the cloze probability of the mostly used word 

in the coherent sentence context, while the coherence of context was manipulated according 

to whether the AP could fulfill the selection restriction of the verb. The high-expectancy 

sentence elicited a reduced N400 than the low-expectancy sentence. Compared with the 

correct, baseline sentence, an N400 effect was observed for the noun violating semantic 

constraints from the verb and the AP. Importantly, the N400 effect and the synchronic low 

gamma (35-45 Hz) activity was larger for the noun violating the high-expectancy context than 

that violating the low-expectancy context. The above results indicate the costs of disconfirmed 

predictions and the mismatch between predicted and perceived words. Moreover, a left-

lateralized P600 effect was also observed for the noun violating preceding context, but this 

effect disappeared when the context was incoherent, indicating that coherent context is 

necessary for re-analysis. Furthermore, the synchronic high gamma (60-80 Hz) activity, which 

relates to the predictability of an upcoming word based on the preceding sentence context, 

was larger for the noun violating the coherent context with high expectancy than that with low-

expectancy. These findings suggest that both contextual expectancy and coherence affect 

semantic integration of incoming words, reflected in different ERP and oscillatory signatures. 
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From Morphosyntax to Semantics: L1 Korean Learners' Acquisition of Japanese 'ga' 
Chika Okada / The University of Auckland

coka031@aucklanduni.ac.nz, chikaokadaling@gmail.com

Background: Both Korean and Japanese are pro-drop languages that possess nominative
particles (Akiyama 1991). The Japanese nominative marker ga ‘NOM’ (JP-ga) is an
independent particle that requires an exhaustive-listing reading (ELR) only when it is the
subject of an individual-level predicate, which denotes the individuals’ permanent properties
(Kratzer 1989, Kuroda 1965, Kuno 1973). Korean has nominative allomorphy i/ka ‘NOM’
(KOR-i/ka) in the case of matrix clauses has ELR when it is also the subject of an
individual-level predicate (e.g., Han 1992, Ha 2007, Kim 1967). Given these similarities
between KOR-i/ka and JP-ga, to what extent do L1-Korean learners acquire the ELR of
JP-ga, considering its interpretive characteristics, the influence of L1 knowledge, and
differences in proficiency levels? Experiment: A picture selection task was administered to
24 L1-Korean learners of Japanese (elementary (N4) and intermediate (N2) levels) and 24
native speakers of Japanese as a control group. The test sentences (1) require ELR, as it
includes JP-ga with an individual-level predicate in a matrix clause, fulfilling the condition for
ELR in Korean as well (2). Stimuli included 9 target sentences and 49 fillers, with 9 sentences
targeting the Japanese topic marker ‘wa’ as a baseline, due to its morpho-syntactic and
semantic similarities to the Korean topic marker ‘nun-/neun-’ (3,4) (Lee 2002). Participants
were presented with a context and a target sentence (5 seconds each) with audio stimuli, then
had 15 seconds to select as many pictures as they liked based on how they interpreted
(Figure 1). Results: For the experiment on JP-ga's ELR, L1 Korean learners showed a
significant difference compared to the control group. Beginners accepted the ELR 11.6% of
the time, intermediates 21.2% of the time, while the control group accepted it 89.4% of the
time. A linear regression with the response variable as the obtained response and the
predictor variable as participants' group revealed statistical significance (F(2, 645) = 278.7, R²
= 0.66, p < 2.2e-16) (Figure 2). For ‘wa’ type fillers, single linear regression did not present
statistical significance, indicating that participants performed like the control group (Figure 3).
Proposal: The results indicate that participants struggle to acquire the ELR of JP-ga even at
intermediate levels, as shown by their behavior compared to filler results. Considering the
similarity of KOR-i/ka and JP-ga, it is unlikely that L1-Korean learners do not transfer their
knowledge of KOR-i/ka to JP-ga. This study suggests that the acquisition of semantic
domains may occur after the morpho-syntactic level (e.g., Schwartz & Sprouse 1996, White
2011). Given that KOR-i/ka can be seen as a semantic subset of JP-ga as it requires more
conditions for ELR, it should be acquirable for L2 learners if positive evidence is provided
(e.g., Grüter et al. 2010). This study considers that the acquisition difficulty observed here has
been caused by ELR itself being a subtle semantic property, and despite the presence of
positive evidence, learners still face challenges in mastering this nuanced aspect of JP-ga.
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Children’s derivation of scalar inference from or -sentences: Evidence from varying
the degree of relevance

Children’s difficulty in deriving scalar implicature (SI) from or -sentences has been attributed to a

variety of factors, the most prevalent of which is the difficulty in accessing the alternative (e.g.,

Chierchia et al., 2001; Tieu et al., 2016; Gotzner et al., 2020). However, considering the recent

discussion about the constraint of relevance (e.g., Skordos and Papafragou, 2016), the present

study explores whether children’s pragmatic difficulty with or -sentences stems from their problem

accessing the alternative or from discerning the relevance of SI.

Using a 4 between-subject design, Bengali-speaking preschool children (N= 40) and adults

(N=40) were assigned to 4 different conditions: C1: [+alternative, high-relevance]; C2: [–alternative,

high-relevance]; C3: [+alternative, low-relevance]; and C4: [–alternative, low-relevance]. In

+alternative conditions, the alternative was primed in the participants’ recent memory. In –alternative

conditions, such priming was absent. The degree of relevance was manipulated by altering the

question under discussion. Relevance was deemed high when only two objects (A, B) were under

question and low when four objects (A, B, C, D) were under question. While in high-relevance

conditions, SI was relevant (A or B, and not A and B), in low-relevance conditions, exhaustivity

implicature held a greater relevance (A or B, and not C and D). The prediction was that if

challenge lies in finding relevance, performance should improve in high-relevance conditions than in

low-relevance conditions, regardless of alternative priming.

Children observed two puppets — Mili and Doraemon — interacting while looking at some

picture cards (N=15), each featuring four objects. In test trials, Mili asked Doraemon if he would

bring 2 objects (high-relevance)/4 objects (low-relevance) to her, to which Doraemon replied with

the promise, “I will bring you an A or a B”. In +alternative conditions, the alternative was primed

by embedding A∧B in Mili’s question. Children had to give Doraemon color pencils based on the

number of objects he promised to bring (2 objects: big pencil; 1 object: small pencil). The prediction

was that children would give a small pencil to Doraemon if they derived the SI.

Results indicate that children in high-relevance conditions derived implicature significantly more

than those in low-relevance conditions (p = 0.0424 (C1vs.C3); 0.0089 (C2vs.C3); 0.0123 (C1vs.C4);

0.002 (C2vs.C4)) and there was no significant effect of alternative priming (p = 0.665 (C1vs.C2);

0.807 (C3vs.C4)) [Fisher’s Exact Test]. Nevertheless, children’s performance did not surpass the

chance level even in high-relevance conditions (p = 0.214 (C1); 0.0675 (C2)) [Binomial Probability

test]. Adults’ success rates were at the ceiling for all the conditions.

Findings here contribute to the current debate regarding children’s difficulty deriving SI from

or -sentences suggesting that their difficulty lies in discerning relevance. Additionally, they bring

crosslinguistic support for the nativist account of children’s disjunction comprehension from

a population that is understudied in acquisition research, thereby contributing to the ongoing

nature-nurture debate (e.g., Crain and Khlentzos, 2010; Morris, 2008; Tomasello, 2005).
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Figures

Figure 1: Children’s success rates in four conditions
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Exploring Hindi: The Lexical Initiative 

1. Vivek Singh Sikarwar- Indian Institute of Technology Kanpur , Kanpur, U.P., India

2. Ark Verma- Indian Institute of Technology Kanpur , Kanpur, U.P.,  India

Introduction: Understanding how Hindi speakers process written words is crucial for 

developing more effective educational tools and cognitive models. The Hindi Lexicon Project 

is an innovative research initiative aimed at mapping the cognitive processing of Hindi words 

through reaction time studies, providing foundational data for psycholinguistic research in 

Hindi. This abstract outline the methodology, findings, and implications of this ongoing 

extensive study. 

Participant: We recruited 31 participants were native Hindi speakers and had normal or 

corrected to normal vision. Participants aged between 21 and 39 years (M=25.24, SD=5.62) 

and rated their proficiency (5-point scale) in Hindi as M=3.55, SD=0.67. 

Method: Stimuli consisted of 11500 words selected from Shabd corpus 

(https://link.springer.com/article/10.3758/s13428-021-01625-2)  , divided in 46 blocks drawn 

from a Hindi psycholinguistic corpus. Additionally, 11500 non-words were created by single 

substitution method. Participants responded by pressing ‘m’ for words and ‘z’ for non-words. 

Result: Analysis was carried out only on data of 21 participants out of 31. 10 participants were 

removed due to partial and inconsistent data across various blocks. Validation of the collected 

data was done by testing effects of following factors. Significant effects of Word Frequency (F 

(1,11222) = 1587.23, p < 0.001), Contextual Diversity (F (434, 10789) = 4.56, p < 0.001), 

Akshar Count (F (1, 11222) = 4015.46, p < 0.001), Maatraa Count (F (1, 11222) = 304.98, p < 

0.001), Total Length (F (1, 11222) = 2519.53, p < 0.001), Syllable Count (F (1, 11200) = 

2567.35, p < 0.001), Phoneme Count (F (1, 11200) = 3201.46, p < 0.001) and Neighbourhood 

Density (F (1, 11222) = 3494.09, p < 0.001) were found on mean reaction time. 

Word Frequency, Contextual Diversity, Akshar Count, Maatraa Count, Total Length, Syllable 

Count, Phoneme Count and Neighbourhood Density were found to be accountable for 12.4%, 

15.5%, 26.4%, 2.7%, 18.3%, 18.7%, 22.2% and 23.7% respectively of variance of meant RT. 

Since, the data collection is still ongoing, complete data will give better insights. 

Discussion: This project contributes to the broader understanding of visual word recognition 

in non-Western languages, providing empirical data that challenge and extend existing 

cognitive models primarily developed through research on Indo-European languages like 

English, Dutch, French etc. Our future work will focus on extending this dataset with eye-

tracking measures to examine the fine-grained temporal dynamics of Hindi word recognition, 

and applying machine learning techniques to predict reaction times based on linguistic 

features. 
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Sample stimuli: 
 

Words: रचाया, नौकरशाह, सुनार, कारीगर 

Non-words: संशमी, सराावसान, नूफ, सुचेगी 
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Additional information about Hindi Language: 

Hindi differs from other languages in terms of how syllables and vowels are defined in the 

language. Consonants in the language have hidden vowels at their end, also called as schwa, 

for example, क /ka/ is just akshara in Hindi but can be considered as a whole syllable in some

cases. However, in most cases, diacritic markers i.e. vowels are added to such aksharas or 

consonants to add to its phonology. Such markers are called matras and can be added to the 

aksharas in both linear and non-linear fashion, example (क+ा  = क  /kaa/ and क+िा = कक /ki/).

Such markers (matras) can also be written to top or bottom of the consonant (akshara), each 

changing the pronunciation in different ways. Thus, we defined sub syllabic unit in Hindi as a 

combination of akshara (consonant) + matra (diacritic marker or vowel). (if matra is present), 

or just akshara (consonant) (if matra is absent). 
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Do Emoticons represent Face? An Experimental Study  

Koyel Mukherjee (Centre for Linguistic Science and Technology, Indian Institute of Technology Guwahati), Email: koyel.mukherjee@iitg.ac.in. 
Bidisha Som (Department of Humanities and Social Sciences, Indian Institute of Technology Guwahati), 
Abhishek Shrivastava (Department of Design, Indian Institute of Technology Guwahati). 

In Computer Mediated Communications (CMSs), emojis play a major role while providing 

pragmatic context to text messages. However, emojis are quite different from its precursor, 

‘emoticons’ in terms of structure and design. This study explores the visual morphology that is 

present in emoticons, and analyses whether they are processed more like human faces or as 

lexical items in languages. 336 emoticons were generated randomly from a combination of 13 

round structures (resembling face), 6 eye-structures, 7 mouth structures, and 8 up-fix 

structures (up-fix refers to drawings above the heads of comic characters which contribute to 

understanding of the emotive states or moods of a character). The stimuli were pre-processed 

where 20 anonymous volunteers labelled each generated emoticons as ‘congruent’ 

(meaningful), ‘incongruent’ (not meaningful due to mismatch or usage of opposing factors), 

and ‘ambiguous’ (where decisions could not be taken). A Lexical Decision Task equivalent was 

conducted using E-Prime 3.0 and data was collected from 92 participants (Age group: 18-35). 

Statistical analysis using MATLAB reveals a statistically significant difference between 

‘congruent’ (M=1117.34; SD=704.18) and ‘incongruent’ emoticons (M=1158.64; SD= 754.02). 

Mann-Whitney U test results indicate p-value=0.03. The result mimics results in Lexical 

Decision Tasks in natural languages, indicating some grammatical constraints and a mental 

lexicon for visual items and their ‘lexicalization’. To further this finding, this experiment was 

followed by an Eye-Tracking study to check whether emoticons are processed similar to real 

faces (holistically) or similar to lexical items (in a componential manner). Areas of Interest 

(AOI) was marked on emoticons (‘eyes’, ‘mouth’, and ‘up-fix’) and on real faces (‘eyes’, and 

‘mouth’). 200 face images were selected from AKDEF (an open-source database) that had a 

front profile as stimuli apart from the previously generated emoticons. 30 Participants (Age 

group: 18-25) were asked to categorize emoticons as ‘congruent’ and ‘incongruent’ and real 

faces as ‘positive expressions’ (happy, joyous, excited) and ‘negative expressions’ (sad, angry, 

disgusted). ‘Emoticons’ (M= 191.76; SD: 95.08) has a lower fixation duration than ‘Real face’ 

(M= 212.69; SD: 110.45). Mann-Whitney test across fixation duration reveals a statistically 

significant difference (p-value=0.000). Furthermore, the AOI ‘eye’ had the largest number of 

fixations in emoticons (28,460) followed by the ‘up-fix’ (13,675). This was indicative of a head 

driven structure mimicking a hierarchy-based word formation process. The results show that 

while emoticons are supposed to mimic facial expressions in CMCs, they have become 

lexicalized to become a part of the Visual Language used in multimodal communications. The 

results support contemporary claims on visual morphology as a part of the Visual Language. 

Supporting Jackandoff’s claim on Parallel Architectures, the emoticons are getting ‘lexicalized’ 

in Visual Language processing.   
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Figures: 

 

 

 

 

 

 

 

 

 

Fig. 1. Stimuli Generation for Emoticons 

                                              

 

Fig. 2.  Bar-plot (Emoticons Response Time).  Fig. 3. Box-plot (Emoticons and real-face)

                                            

                                      

Fig. 4. AOI in Emoticons     Fig. 5. AOI in Real-Face 

 

Fig. 6. Heatmaps of Eye-Tracking data on fixation points.  
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Investigating speech segmentation: The language rhythm of Tamil

Poorani Vijayakumar, Laurence Bruggeman, Mark Antoniou The MARCS Institute for Brain, 
Behaviour and Development  poorani.v@westernsydney.edu.au  

Listeners rely on their native language’s rhythm to segment speech (Cutler, 2012). 

Languages can generally be categorised into one of three language rhythm classes: stress-, 

syllable- or mora-timed1. Most speech segmentation research on language rhythm has 

investigated a restricted set of languages, such as stress-timed English (Cutler & Butterfield, 

1992), syllable-timed French (Dumay, Frauenfelder & Content, 2002) and mora-timed 

Japanese (Otake, Hatano, & Yoneyama, 1996; Otake, Yoneyama, Cutler, & van der Lugt, 

1996). Subsequent studies categorised more languages into either stress-timed (Dutch 

(Vroomen, van Zon, & de Gelder, 1996)) or syllable timed category (Spanish, Catalan (Pallier, 

Sebastián-Gallés, Felguera, Christophe, & Mehler, 1993 and Korean (Bond & Stockmal, 

2002)). This was done by testing the rhythmic similarity hypothesis, according to which 

listeners can successfully segment speech in an unfamiliar language if that language has the same 

language rhythm as their native language rhythm (Cutler, 2012). However, Japanese has 

remained in the mora-timed category by itself, with rarely any language patterning similarly to it in 

segmentation experiments. 

We propose investigating Tamil, a language from the family of Dravidian languages 

purported to possess similar rhythmic (i.e., moraic) properties like Japanese (e.g., Dutt, 1992; 

Ohno, 1981). There is some evidence that supports this: firstly, the syllable length of Tamil is 

calculated with a measure known as the maattirai, which generally corresponds to the concept of a 

mora (Zvelebil, 1989, pp.6). Secondly, Tamil was purported to neither syllable- nor stress-timed but 

showed indication that its syllable duration is correlated with a moraic structure 

(Balasubramaniam, 1980). Thirdly, Telugu, a Dravidian language, was found to be mora-timed as 

native Telugu and Japanese listeners segmented both languages successfully and similarly (Murty, 

Otake, & Cutler, 2007). Consequently, Tamil listeners may also successfully extend their 

segmentation strategies to Japanese (Keane, 2006).  

Native Tamil listeners will complete a fragment detection task in stress-timed English, 
syllable-timed Korean, mora-timed Japanese, and their own native language of Tamil. 
Participants will be asked to detect a target fragment that is either aligned with or violates the 
segmentation boundaries of the target words presented to them. We hypothesise that Tamil 
listeners will segment Tamil and Japanese similarly: they will detect target fragments that align with 
the moraic boundaries of the target words presented more effectively that those that do not, 
thereby indicating that Tamil has mora-timed language rhythm. They will not segment English or 
Korean similarly to native listeners of either language. Preliminary results from this study will be 
presented. If the results confirm that Tamil is mora-timed, this will contribute to understanding 
language-specific aspects of speech segmentation. Additionally, investigating understudied 
languages, like Tamil, is important in determining universal aspects of speech segmentation of 
mora-timed languages. 
1 Initially, the importance of the rhythmic properties of a language for the strategies its listeners use during segmentation led to the 

assumption that all languages could be categorised into one of three rhythmic classes. Although this classification is now generally 
agreed to oversimplify a much more complex reality and is therefore considered problematic (White & Malisz, 2020), we opted to use 
these categorical terms in the interest of brevity. 
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Background on Tamil 

Tamil has 53 million speakers in Tamil Nadu, India as well as the diaspora including, 

Singapore, Sri Lanka, and Malaysia. Tamil is known to be highly diglossic, and the most 

dialectally variable of the Dravidian languages (Keane, 2004, 2006). The colloquial register is 

characterised by regional and societal variation, differing from the formal register in several 

ways. For example, all colloquial words are vowel-final; word-final nasals do not occur due to 

deleting word-final consonants and adding “enunciative” vowels to other final consonants, 

thereby resulting in less complex consonant clusters than in formal Tamil (Keane, 2006). The 

formal register, on the other hand, has not evolved much from its thirteenth century literary 

standards, making it mostly standardised amongst all Tamil speakers.  

Attempts to categorise Tamil according to language rhythm has yielded mixed findings 

with descriptions including, syllable-timed (Ravisankar, 1994, pp.337, as cited in Keane, 2006), 

stress-timed (Marthandan, 1983, pp.308, as cited in Keane, 2006), not stress- nor syllable 

timed (Balasubramaniam, 1980, pp.466), and mora-timed (Ramus, Nespor & Mehler, 1999, 

pp. 266). Studies using phonetic analyses to classify Tamil have also produced mixed results 

with no clear consensus (Grabe, 2002; Grabe & Low, 2002).  
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Processing Expletiveness: An eye-tracking study on negation 

Anna Teresa Porrini, Veronica D’Alesio, Matteo Greco 

Previous literature on the psycholinguistics of negation showed that standard negation (SN), 

under certain circumstances, leads to inflated processing costs (Kaup & Dudschig, 2020). 

However, less attention has been devoted to expletive negation (EN), referring to those 

negative forms that do not provide any truth-conditional contribution to interpretation (Delfitto, 

2020), such as in the Italian sentence “Starò qui finchè non arriva Gianni” (lit. stay.Fut.1stsg 

here until neg arrives John, ‘I’ll stay here until John arrives’). Greco et al. (2020) utilized the 

visual world paradigm to examine a specific type of EN, i.e., Surprise Negation sentences, 

observing fixation patterns similar to those of affirmative sentences. However, to our 

knowledge, no study has addressed the processing of expletive negation in reading. 

This study aims to assess the processing cost associated with the comprehension of EN 

following the conjunction “finché” in Italian (see the example below). It follows up two previous 

experiments using different methodologies, an acceptability judgment task (80 participants), 

and a separate self-paced reading task (80 participants). While results from the former 

paradigm unexpectedly suggested that EN sentences are perceived as more natural and 

understandable than their affirmative counterparts, the latter showed that reading times 

increase significantly in the presence of a negative particle and on the chunk immediately 

following it, regardless of whether the negation is expletive. This outcome suggests that while 

sounding perfectly natural to native speakers, EN still entails higher processing costs.  

One limit of the masked self-paced reading paradigm is that it doesn’t allow for rereading, thus 

addressing processing solely in its earlier stages. Therefore, we implemented an eye-tracking 

experiment within the reading paradigm, aiming to investigate the later stage of processing as 

well, considered to be reflective of semantic and syntactic integration (Clifton et al. 2007). 

Specifically, we seek to address two main research questions: i) Are there any differences 

between the processing of SN and EN? ii) How do different degrees of naturalness influence 

the processing of EN compared to their affirmative counterparts? The experiment comprises 

28 critical trials and 68 filler trials, and sentences are presented on a single line of text. The 

items were adapted from our two previous experiments and are shown in 4 different conditions: 

EN, SN, and their respective Affirmative counterparts (A_EN, A_SN). An example of 

experimental items can be found below. Crucially, sentences in the EN and A_EN condition 

have the same meaning, as the negation is expletive.  

The data collection is currently in progress. The data will be analysed with linear mixed models 

and results will be discussed in light of previous literature on the psycholinguistics of negation, 

along with theoretical and methodological implications for future research. 

PS.3.15

176



Example sentences:  

EN: Chiara è rimasta in casa finché Marco non ha chiamato la pizzeria. 

       Chiara remained in the house until Marco (NOT) called the pizzeria. 

A_EN: Chiara è rimasta in casa finché Marcello ha chiamato la pizzeria. 

            Chiara remained in the house until Marcello called the pizzeria. 

SN: Chiara è rimasta in casa perché Marco non ha chiamato la pizzeria. 

       Chiara remained in the house because Marco did NOT call the pizzeria. 

A_SN: Chiara è rimasta in casa perché Marcello ha chiamato la pizzeria. 

            Chiara remained in the house because Marcello called the pizzeria. 
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Kent Ridge
Campus

UNIVERSITY-LEVEL RESEARCH   
INSTITUTES/CENTRES

BLK NO./NAME BUS GRID

Centre for Advanced 2D Materials S14 A1, C, D, 95 D5/D6
Centre for Healthcare Innovation and  
Medical Engineering

EA B, C, BTC2, 33, 96, 183, 188 D1

Centre for Maritime Studies 15 Prince George’s Park A1, A2 B5
Centre for Remote Imaging, Sensing and Processing S17 A1, A2, A1E, A2E, C, D2, 95 E6
Energy Studies Institute Blk A, 29 Heng Mui Keng Terrace A1, A2, A1E, D1, BTC1 A6
Institute for Mathematical Sciences 3 & 4 Prince George’s Park A1, A2, D2, BTC1 C6
Institute of Real Estate Studies I3 A1, A2, A1E, D1, BTC1 B5
Institute of South Asian Studies Blk B, 29 Heng Mui Keng Terrace A1, A2, A1E, D1, BTC1 A6
Interactive & Digital Media Institute I3 A1, A2, A1E, D1, BTC1 B5
Life Sciences Institute CeLS A1, A2, A1E, A2E, C, D2, 95 C6
Middle East Institute Blk B, 29 Heng Mui Keng Terrace A1, A2, A1E, D1, BTC1 A6 
 NUS Environmental Research Institute T-Lab B,C D2
NUS Global Asia Institute S17 A1, A2, A1E, A2E, C, D2, 95 B4/B5
NUS Nanoscience and Nanotechnology Institute E3 B,C D2
NUS Risk Management Institute I3 A1, A2, A1E, A2E, D1, BTC1 B4/B5
Singapore Institute for Neurotechnology CeLS A1, A2, A1E, A2E, C, D2, 95 C6

SCHOOLS BLK NO./NAME BUS GRID
Arts & Social Sciences   www.fas.nus.edu.sg Shaw Foundation Building A1, A2, B, D1, BTC1 B2
Business  bschool.nus.edu.sg Mochtar Riady Building A1, A2, B, D1, D2, A1E B4
Computing  www.comp.nus.edu.sg COM1 A1, A2, B, D1 B4/C4
Continuing and Lifelong Education  
scale.nus.edu.sg

University Town D1, D2 G1/G2

Dentistry  www.dentistry.nus.edu.sg Faculty of Dentistry A1, A1E, A2, A2E, C, D2, 95 E6
Design & Environment  sde.nus.edu.sg SDE 1 A1, A1E, A2, A2E, B, D1, BTC1,  

33, 95, 96,151,183,188
C2

Engineering  www.eng.nus.edu.sg EA A1, A2, B, C, BTC1, BTC2, 33, 
96, 151, 183, 188, D1, D2

D1

Integrative Sciences and Engineering   
nus.edu.sg/ngs

Centre for Life Sciences (CeLS)A1, A2, A1E, A2E, C, D2, 95 D6

Medicine  medicine.nus.edu.sg NUHS Tower Block A1, A2, A1E, A2E, D2, 95 C8
Music  music.nus.edu.sg Yong Siew Toh Conservatory 

of Music
A2, B, C, D1, D2, BTC1, BTC2,   
96, 151

E2, F2

Public Health  sph.nus.edu.sg Tahir Foundation Building A1, A2, A1E, A2E, C, D2, 95 D6
Science  science.nus.edu.sg S16 A1, A2, C, D2, 95 D6
University Scholars Programme  usp.nus.edu.sg University Town D1, D2 H2
Yale-NUS College  yale-nus.edu.sg University Town D1, D2, 33, 196 H1/G1

RESEARCH CENTRES  OF EXCELLENCE BLK NO./NAME BUS GRID
Cancer Science Institute of Singapore Centre for Translational 

Medicine
A1, A2, A1E, A2E, C, D2, 95 D6

Centre for Quantum Technologies S15 A1, A2, A1E, A2E, C, D2, 95 D6
Mechanobiology Institute, Singapore T-Lab B, C D2

KENT RIDGE CAMPUS LISTING

CAMPUS DINING LOCATION GRID
Butter My Buns Inside Bookhaven, Stephen Riady Centre G2
Dôme University Cultural Centre E2
Fortune Village Stephen Riady Centre F2
Good News Café EA D1
Humble Origins AS2, Faculty of Arts and Social Sciences B2
Humble Origins Ventus (University Campus Infrastructure) B2
Platypus Food Bar S16, Faculty of Science D6
Reedz Café Mochtar Riady Building B4
Route 77 Café Prince George’s Park Residences  B7
Spinelli University Hall D5
Starbucks Yusof Ishak House D3
Starbucks MD11 D7
Starbucks Education Resource Centre, University Town G2
Supersnacks Prince George’s Park Residences B7
Waa Cow Shaw Foundation Alumni House B4
Frontier Faculty of Science D6
Techno Edge Faculty of Engineering D2
The Deck Faculty of Arts & Social Sciences B3
The Terrace School of Computing / NUS Business School C4
McDonald’s Techno Edge Annexe, Faculty of Engineering D2
Subway Yusof Ishak House D3
Subway Town Plaza, University Town F3
Subway Mobile Kiosk E4, Faculty of Engineering D2
Subway Mobile Kiosk Outside LT25, Faculty of Science D6
E-Canteen Prince George’s Park Residence B7
Flavours@UTown Stephen Riady Centre F2
Food Junction  Yusof Ishak House D3
Koufu Town Plaza, University Town F2
Pines Food Court Prince George’s Park Residence B7
7-Eleven Yusof Ishak House D3
Cheers Town Plaza, University Town F3
Des The Place Blk E2A, Faculty of Engineering D2
Dilys Creation E4, Faculty of Engineering D2
Dilys Creation S16, Faculty of Science D6
Indonesian Express Deck Level 2 B3
Liang Ban Kung Fu Deck Level 2 B3
Old Chang Kee Yusof Ishak House D3
Platypus FoodBar Capsule Blk E2A, Faculty of Engineering  D2
Sapore Italiano Deck Level 2 B3
Sarpino’s Express Yusof Ishak House D3
Alcove. Asian Restaurant. Bar University Cultural Centre E2
A.R.T Food House E2, Faculty of Engineering D2
Hwang’s Korean Restaurant Town Plaza, University Town F3
Dilys Creation MD6, Centre For Translational Medicine D7
Pizza Hut Stephen Riady Centre G2
Sapore Town Plaza, University Town G2
Spice Table By Pines Town Plaza, University Town F3
The Royals Bistro Town Plaza, University Town F3
The University Club Shaw Foundation Alumni House B4

UNIVERSITY-LEVEL RESEARCH   
INSTITUTES/CENTRES

BLK NO./NAME BUS GRID

Singapore Nuclear Research and Safety Initiative University Hall A1, A2, C, D2, 95 D5
Singapore Synchrotron Light Source - A1, A2, D1, BTC1, D2 C4
Solar Energy Research Institute of Singapore E3A B, C D2
Temasek Laboratories T-Lab B, C D2
The Logistics Institute-Asia Pacific I3 A1, A2, A1E, A2E, D1, BTC1 B5
Tropical Marine Science Institute S2S A1, A2, A1E, A2E, B, D1,   BTC1, 

95, 96, 151
D3

ADMINISTRATIVE  OFFICES/CENTRES BLK NO./NAME BUS GRID
Alice Lee Centre for Nursing Studies MD11 A1, A2, A1E, A2E, C, D2, 95 D6
Bioinformatics Centre CeLS A1, A2, A1E, A2E, C, D2, 95 C6
Central Procurement Office University Hall A1, A2, C, D2, 95 D5
Centre for Development of  
Teaching & Learning

Central Library Annexe A1, A2, A1E, A2E, B, D1,   BTC1, 
95, 96, 151

C3, D3

Centre for English Language  Communication CELC A1, A2, B, D1, BTC1, 95, 96,  151 C2
Centre for Future-Ready Graduates Yusof Ishak House A1, A2, B, D1, BTC1, 95, 151 D3
Centre for Instructional Technology Computer Centre/  

Central Library Annexe
A1, A2, B, D1, BTC1, 95, 96,  151 C3, C6

Centre for Language Studies AS4 A1, A2, B, D1, BTC1 B3
College of Alice & Peter Tan Office University Town D1, D2, 33, 196  H1/H2
Computer Centre Computer Centre A1, A2, A1E, A2E, B, D1, BTC1, 

 95, 96, 151
C2

Design Incubation Centre SDE2 95, 96, 151 C2
Development Office     A1, A2, B, D1, BTC1 B4
Engineering Design and Innovation Centre E2A B, C, BTC2, 33, 96, 183, 188 D2
Institute of Systems Science - A2, B, D1, D2, BTC1 B5
International Relations Office Shaw Foundation Alumni House

Shaw Foundation Alumni House

 A1, A2, B, D1, BTC1 B4
Investment Office University Hall A1, A2, C, D2, 95 D5
Lee Kong Chian Natural History Museum - A1, A2, C, D2, 95, BTC2 E2
National University Medical Institutes MD11 A1, A2, A1E, A2E, C, D2, 95 D6
NUS Centre For the Arts University Cultural Centre A1, A2, B, D1, D2, BTC1,   

96, 151
E1/E2

NUS Enterprise I3 A1, A2, A1E, D1, BTC1 B4/B5
NUS Entrepreneurship Centre I3 A1, A2, A1E, D1, BTC1 B4/B5
NUS Industry Liaison Office I3 A1, A2, A1E, D1, BTC1 B4/B5
NUS Museum University Cultural Centre A2, B, C, BTC1, D1, D2 E2
NUS Overseas Colleges I3 A1, A2, A1E, D1, BTC1 B4/B5
NUS Press AS3 A1, B, D1, BTC1 B2
NUS Technology Holdings I3 A1, A2, A1E, D1, BTC1 B4/B5
NUS (Suzhou) Research Institute Liaison Office University Hall A1, A2, C, D2, 95 D5
Office of Admissions Stephen Riady Centre D1, D2 G1/G2
Office of Financial Aid Stephen Riady Centre D1, D2 G1/G2
Office of Alumni Relations Shaw Foundation  Alumni House A1, A2, B, D1, BTC1 B4
Office of Campus Amenities Ventus

(University Campus Infrastructure)

(University Campus Infrastructure)
Ventus

A1, A2, B, D1, BTC1 B2

Office of Campus Security 17 & 18 Prince George’s Park A1, A2, BTC1, D2 B6, C6
Office of Corporate Compliance University Hall A1, A2, C, D2, 95 D5
Office of Corporate Relations University Hall A1, A2, C, D2, 95 D5
Office of the Deputy President (Administration)
Office of the Deputy President (Research&Technology)

University Hall A1, A2, C, D2, 95 D5
      University Hall A1, A2, C, D2, 95 D5

Office of Environmental Sustainability  A1, A2, B, D1, BTC1 B2
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ADMINISTRATIVE  OFFICES/CENTRES BLK NO./NAME BUS GRID
Office of Estate Development   A1, A2, B, D1, BTC1 B2

Office of Facilities Management    A1, A2, B, D1, BTC1 B2

Office of Financial Services University Hall A1, A2, C, D2, 95 D5
Office of Housing Services Kent Vale C, B, BTC1 E1
Office of Human Resources University Hall A1, A2, C, D2, 95 D5
Office of Internal Audit University Hall A1, A2, C, D2, 95 D5
Office of Legal University Hall A1, A2, C, D2, 95 D5
Office of the President University Hall A1, A2, C, D2, 95 D5
Office of the Provost University Hall A1, A2, C, D2, 95 D5
Office of Resource Planning University Hall A1, A2, C, D2, 95 D5
Office of Risk Management University Hall A1, A2, C, D2, 95 D5
Office of Safety, Health & Environment   A1, A2, B, D1, BTC1 B2

Office of Student Yusof Ishak House A1, A2, B, D1, BTC1, 95, 151, C D3
Office of the

Office of the Vice President (University & Global Relations)
Office of the Professional Engineering & Executive Education

 Vice President  (Campus Infrastructure)    A1, A2, B, D1, BTC1 B2

         University Hall A1, A2, C, D2, 95 D5
       E1 B, C D2

Organisational Excellence Office University Hall A1, A2, C, D2, 95 D5
Registrar’s Office University Hall A1, A2, C, D2, 95 D5
Student Service Centre Yusof Ishak House A1, A2, B, D1, BTC1, 95, 151, C D3
Temasek Defence Systems Institute E1 B, C D2
University Health Centre - A1, A2, C, D2, 95 D4
University Town Management Office Stephen Riady Centre D1, D2 G1
Visitors Centre Stephen Riady Centre D1, D2 G1

 NUH A1, A2, 95, D2, A2E C7

LECTURE THEATRES GRID LECTURE THEATRES GRID LECTURE THEATRES GRID
LT 1 D2 LT 16 B4 LT 33 E6
LT 2 D2 LT 17 B4 L

LT 35 (Peter & Mary Fu Lecture Theatre)
LT 36 (Alice & Peter Tan Lecture Theatre)

T 34 E6
D6LT 3 C3/C4 LT 18 B4

LT 4 C3/C4 LT 19 B4 D6
LT 5 D2 LT 20 D5 LT 37 D6
LT 6 D2 LT 21 C6 LT 50  F2
LT 7 D1 LT 22 D6 LT 51 F2
LT 7A D1 LT 23 D6 LT 52 F2
LT 8 B3 LT 24 D6 LT 53 F2
LT 9 B3 LT 25 D6 Engineering Auditorium D1
LT 10 B3 LT 26 B6 Hon Sui Sen Auditorium B4
LT 11 B2 LT 27 (Lim Seng Tjoe Lecture Theatre) B6 The Ngee Ann Kongsi Auditorium G2
LT 12 B2 LT 28 D6 UTown Auditorium 1  F2
LT 13 (NUS Theatrette) B2 LT 29 D6 UTown Auditorium 2 F2
LT 14 C3 LT 31 (Science Auditorium) D6 UTown Auditorium 3 H2
LT 15 C3 LT 32 D5

HALLS OF 
RESIDENCES

BUS GRID RESIDENTIAL 
COLLEGES

BUS GRID STUDENT 
RESIDENCES

BUS GRID

A2, B A2 Cinnamon 
College

D1, D2 H2 Kuok Foundation 
House

A2, B, C, BTC1, 
BTC2, D1, D2, 
96, 151

E2

Kent Ridge Hall A1, A2, 
D1, BTC1

A4 College of Alice 
& Peter Tan

D1, D2, 33, 
196

H1/H2 Prince George’s 
Park Residences

A1, A2, BTC1, 
D2

B6/B7

King Edward 
VII Hall

A1, A2, 
BTC1, D2

C6/B7 Residential 
College 4

D1, D2, 33, 
196

H1/H2/
I1/I2

UTown ResidenceD1, D2 G2

Sheares Hall A1, A2, 
D1, BTC1

A5 Ridge View 
Residential 
College

A1, A2, C, 
D2, 95

D4

Temasek Hall A2, B A3 Tembusu CollegeD1, D2 G2/H2

Raffles Hall A1, A2, B, 
D, 95

D2

(University Campus Infrastructure)
Ventus

(University Campus Infrastructure)
Ventus

(University Campus Infrastructure)
Ventus

(University Campus Infrastructure)
Ventus

WHO Collaborating Centre for Occupational Health

SBS Transit / SMRT Bus Stop

ATM

Security Post

Library

Café / Food Kiosk / Bar

Legend

Covered CarparkP

Clinic / Wellness Centre

Student / Visitor CentreiEmergency Call PointSOS

Passenger Drop-o

AuditoriumA

Facilities /Resources

Affiliated Institutes

Faculties / Schools

Road-side Parking

Accommodation 
Sta  / Student / Visitor

Open Carpark
Bicycle Racks

Canteen / Food Court /
Restaurant

Retail / NUS Co-op

Handicap Route

Covered Linkway

Foot Path

Temporary Pathway

Internal Shuttle Bus Stop

21 Lower Kent Ridge Road, Singapore 119077
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