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SPECIAL ARTIFICIAL INTELLIGENCE Machine Learning

Before starting mass production, appro-
priate process parameters, such as 

pressure, temperature, and cooling time, 
must be defined for each combination of 
mold and plastic type to ensure part 
quality. Quality is determined by measur-
ing the deviation of actual part dimensions 
from those specified in technical drawings. 
Typically, suitable machine settings can 
only be accurately determined by experi-
ments conducted on the injection mold-
ing machine or through simulation. Both 
methods are time-consuming: machine 
experiments require representative results 
obtained only after stabilization phases, 
while simulations demand significant 
computational resources and time.

Thus, machine operators often face 
the dilemma that larger experiments 
could yield better settings but involve 
longer setup times. To accurately capture 
the relationships between settings and 
part quality from experimental data, 
 applying ML methods to these results is 
beneficial. These methods allow the 
interpolation of part quality for addi-
tional machine settings without further 
experimentation.

However, this approach usually 
requires the manual transfer of experi-
mental results into statistical analysis 
software. Moreover, operators must be 
familiar with often complex software 
tools.

Multi-Objective Optimization of 
 Machine Parameters as Motivation 

The use of data-driven predictions en-
abling users to optimize product and 
process quality opens extensive poten-
tial [1]. Due to the complex and nonlin-
ear relationships between input and 
output variables in the injection molding 
process, this process is particularly suit-
able for the application of ML methods.

Numerous studies in the literature 
compare various ML techniques for 
quality prediction or evaluate the predic-
tion of different process and quality par-
ameters [2–9]. Besides quality prediction, 
optimizing machine settings is another 

AI-Based Optimization of Injection Molding Machine Settings

Optimal Machine Settings  
in Just a Few Clicks
Determining suitable injection molding machine settings through trial-and-error or simulation software can 

often be very time-consuming. However, machine learning (ML) models can precisely capture even complex 

relationships between machine settings and product quality based on initial experimental results. Quality 

predictions utilizing these models enable the optimization of machine settings with significantly reduced 

experimentation.

Two injection-molded sensor housings from Sick: With surface defects (streaks, left) and after optimization of machine settings (right). 
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Industrial AI and Robotics Centre 
(FLAIR), and Sick AG has jointly devel-
oped the software solution AIMA for 
injection molding processes. This 
 solution allows predicting quality KPIs 
and optimizing machine parameters 
using ML methods. It seamlessly builds 
upon initial experiments on the in-
fluence of machine settings, whose 
results can be imported directly into 
the tool. 

Users, even without extensive data 
science knowledge, can train ML models 
on this data using an intuitive interface. 
The trained models can then generate 
quality predictions for alternative settings 
without additional experiments. More-
over, these ML models feed into an 
 optimization module that determines 
machine parameters maximizing part 
quality (Fig. 1).

Quality Prediction as an  
Integral Component 

With the prediction function, users can 
represent the relationship between 
machine settings and resulting part 
quality. First, users import tabular results 
from initial experiments, either directly 
from injection molding on real machines 
or from simulation software. Then, users 
define features (machine settings) and 
target variables (quality KPIs) and may 
exclude individual features from model 
building. Model fitting and selection 
occur automatically, requiring no further 

extensively researched and promising 
application. Given the sometimes con-
flicting influences of machine parameters, 
optimization typically involves multi-crite-
ria objective  functions (multi-objective 
optimization) using appropriate algo-
rithms. Machine parameters can thus be 
optimized for product quality require-
ments while maintaining acceptable 
productivity and cost efficiency [10].

Further optimization goals include 
minimizing product defects [11] and 
reducing energy consumption [12]. 
However, generating the large amounts 
of data required for ML training poses a 
significant challenge. Typically, such data 
must be laboriously generated through 
simulations or experiments on actual 
machines. Methods like transfer learning 
address this problem by enabling models 
to efficiently handle smaller datasets [13].

The goal of this initiative is to imple-
ment ML applications in injection mold-
ing processes and transfer them into 
practical, user-friendly software. The newly 
developed software “AI-driven Molding 
Assistant” (AIMA) is specifically tailored to 
the user’s existing process. During the 
setup process, the user is continuously 
supported by data-driven predictions to 
shorten process setup times.

From Experimentation to Setting 
 Recommendations in One Tool 

A consortium consisting of INC Inno-
vation Center GmbH, the Hong Kong 

specifications or programming skills from 
the user.

The prediction module trains 
multiple univariate models for each 
target variable, including linear regres-
sion, decision trees, and random forests, 
listed here in ascending order of their 
complexity. Model suitability depends 
on factors like considered KPIs, mold 
type, plastic type, and  available experi-
mental results. For each quality KPI, the 
prediction module compares model 
prediction quality using the coefficient 
of determination, selecting the best-
 performing model. The outcomes, 
 including model types, fitting quality, 
and influence of in dividual machine 
parameters on quality KPIs, are pres-
ented, visually.

Fig. 1. “AI-driven Molding Assistant”: Illustration and integration of the individual software mod-

ules. The optimization module adjusts the machine parameters to maximize component quality.  
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The application described was devel-
oped and evaluated using data from Sick. 

Insights from Development  
and Evaluation

Sick needs optimal machine settings for 
the injection molding of sensor hous-
ings. Sick conducts molding simulations 

and interpolates results to find suitable 
settings. The AIMA software simplifies 
and standardizes this process, offering a 
broader model selection in the predic-
tion step. Evaluations used different Sick 
housings (Fig. 2), involving glass fiber-
 reinforced polyamides with varying fiber 
percentages.

Examined machine parameters in-
cluded injection speed, material and 
mold temperature, holding pressure and 
the duration it got applied, and cooling 
time. Workpiece quality was measured 
through maximum and average distor-
tion, average surface distortion, and 
distortion at specific points. Models in 
the prediction module showed strong 
conformity with simulated molding 
results, achieving coefficients of determi-
nation exceeding 80 %. The best model 
choice varied depending on the KPI 
considered. Additionally, we observed 
diminishing marginal utilities for addi-
tional experimental samples once a 
suitable initial simulation was performed.

A similar effect occurs when simu-
lation samples for a known plastic ma-
terial are supplemented with a few new 
experimental samples for similar, but 
related materials. For instance, adding 
limited new data for a 40 % glass fiber 
material to simulation data for 20 % and 
50 % glass fiber-reinforced materials led 
to reliable predictions for the new ma-
terial (Fig. 3).

Conclusion 

In collaboration with Sick, a streamlined 
tool supporting process optimization 
workflows while improving process 
modeling was developed. According to a 
Sick development engineer, AIMA ex-
pands the use of statistically sound 
optimization methods within the com-
pany by lowering the barriers in com-
parison to existing solutions. W

Optimization of Machine Settings – 
for Beginners and Experts

Using models trained with the predic-
tion module, users can optimize ma-
chine parameters with the optimization 
module. This module lets users individ-
ually weigh various workpiece KPIs to 
create an objective function and set 
machine parameter boundaries reflect-
ing permissible machine ranges. These 
barriers reflect the permissible setting 
range of the injection molding machine. 

The optimization module’s user 
interface provides two modes: a quick 
setup mode enabling rapid optimization 
with minimal settings and an expert 
mode for advanced fine-tuning. This 
dual-mode system makes the software 
appealing to beginners and data-driven 
optimization experts alike.

Fig. 2. One of Sick’s 

sensor housings 

(CAD illustration) 

evaluated using the 

AIMA software 

solution. © Sick
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Fig. 3. Illustrated is the incremental expansion of a dataset (initially containing samples of materi-

als with 20 % and 50 % glass fiber-reinforcement) by additional samples of a material with 40 % 

glass fiber-reinforcement. Even with only a few additional samples of the 40 % reinforced material, 

a reliable model predicting the quality of injection molding processes for this material can be 

created. Source: INC Innovation Center; graphic: © Hanser

The effi cient way to your new machine tool
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